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Chapter 1

AMPLIFIERS AND ACTIVE
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1.1 From electric to electronic

This third volume of the book series Lessons In Electric Circuits makes a departure from the
former two in that the transition between electric circuits and electronic circuits is formally
crossed. Electric circuits are connections of conductive wires and other devices whereby the
uniform flow of electrons occurs. Electronic circuits add a new dimension to electric circuits
in that some means of control is exerted over the flow of electrons by another electrical signal,

either a voltage or a current.
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In and of itself, the control of electron flow is nothing new to the student of electric cir-
cuits. Switches control the flow of electrons, as do potentiometers, especially when connected
as variable resistors (rheostats). Neither the switch nor the potentiometer should be new to
your experience by this point in your study. The threshold marking the transition from electric
to electronic, then, is defined by Aow the flow of electrons is controlled rather than whether or
not any form of control exists in a circuit. Switches and rheostats control the flow of electrons
according to the positioning of a mechanical device, which is actuated by some physical force
external to the circuit. In electronics, however, we are dealing with special devices able to con-
trol the flow of electrons according to another flow of electrons, or by the application of a static
voltage. In other words, in an electronic circuit, electricity is able to control electricity.

The historic precursor to the modern electronics era was invented by Thomas Edison in
1880 while developing the electric incandescent lamp. Edison found that a small current
passed from the heated lamp filament to a metal plate mounted inside the vacuum envelop.
(Figure 1.1 (a)) Today this is known as the “Edison effect”. Note that the battery is only neces-
sary to heat the filament. Electrons would still flow if a non-electrical heat source was used.

control

Figure 1.1: (a) Edison effect, (b) Fleming valve or vacuum diode, (c) DeForest audion triode
vacuum tube amplifier.

By 1904 Marconi Wireless Company adviser John Flemming found that an externally ap-
plied current (plate battery) only passed in one direction from filament to plate (Figure 1.1 (b)),
but not the reverse direction (not shown). This invention was the vacuum diode, used to con-
vert alternating currents to DC. The addition of a third electrode by Lee DeForest (Figure 1.1
(c)) allowed a small signal to control the larger electron flow from filament to plate.

Historically, the era of electronics began with the invention of the Audion tube, a device
controlling the flow of an electron stream through a vacuum by the application of a small
voltage between two metal structures within the tube. A more detailed summary of so-called
electron tube or vacuum tube technology is available in the last chapter of this volume for those
who are interested.

Electronics technology experienced a revolution in 1948 with the invention of the tran-
sistor. This tiny device achieved approximately the same effect as the Audion tube, but in
a vastly smaller amount of space and with less material. Transistors control the flow of elec-
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trons through solid semiconductor substances rather than through a vacuum, and so transistor
technology is often referred to as solid-state electronics.

1.2 Active versus passive devices

An active device is any type of circuit component with the ability to electrically control electron
flow (electricity controlling electricity). In order for a circuit to be properly called electronic,
it must contain at least one active device. Components incapable of controlling current by
means of another electrical signal are called passive devices. Resistors, capacitors, inductors,
transformers, and even diodes are all considered passive devices. Active devices include, but
are not limited to, vacuum tubes, transistors, silicon-controlled rectifiers (SCRs), and TRIACs.
A case might be made for the saturable reactor to be defined as an active device, since it is able
to control an AC current with a DC current, but I've never heard it referred to as such. The
operation of each of these active devices will be explored in later chapters of this volume.

All active devices control the flow of electrons through them. Some active devices allow a
voltage to control this current while other active devices allow another current to do the job.
Devices utilizing a static voltage as the controlling signal are, not surprisingly, called voltage-
controlled devices. Devices working on the principle of one current controlling another current
are known as current-controlled devices. For the record, vacuum tubes are voltage-controlled
devices while transistors are made as either voltage-controlled or current controlled types. The
first type of transistor successfully demonstrated was a current-controlled device.

1.3 Amplifiers

The practical benefit of active devices is their amplifying ability. Whether the device in ques-
tion be voltage-controlled or current-controlled, the amount of power required of the control-
ling signal is typically far less than the amount of power available in the controlled current.
In other words, an active device doesn’t just allow electricity to control electricity; it allows a
small amount of electricity to control a large amount of electricity.

Because of this disparity between controlling and controlled powers, active devices may be
employed to govern a large amount of power (controlled) by the application of a small amount
of power (controlling). This behavior is known as amplification.

It is a fundamental rule of physics that energy can neither be created nor destroyed. Stated
formally, this rule is known as the Law of Conservation of Energy, and no exceptions to it have
been discovered to date. If this Law is true — and an overwhelming mass of experimental data
suggests that it is — then it is impossible to build a device capable of taking a small amount of
energy and magically transforming it into a large amount of energy. All machines, electric and
electronic circuits included, have an upper efficiency limit of 100 percent. At best, power out
equals power in as in Figure 1.2.

Usually, machines fail even to meet this limit, losing some of their input energy in the form
of heat which is radiated into surrounding space and therefore not part of the output energy
stream. (Figure 1.3)

Many people have attempted, without success, to design and build machines that output
more power than they take in. Not only would such a perpetual motion machine prove that the
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Pinput :{> Perfect machine :{> Poutput

P
Efficiency = — ™' =1 =100%
input

Figure 1.2: The power output of a machine can approach, but never exceed, the power input
for 100% efficiency as an upper limit.

Pioput :{> Realistic machine |:{> Poutput

L Piost (Usually waste heat)

Poutput

Efficiency = <1 =less than 100%

input

Figure 1.3: A realistic machine most often loses some of its input energy as heat in transform-
ing it into the output energy stream.
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Law of Conservation of Energy was not a Law after all, but it would usher in a technological
revolution such as the world has never seen, for it could power itself in a circular loop and
generate excess power for “free”. (Figure 1.4)

|:||> Perpetual-motion
Pirput rr%’lachine :{> Poutput

Poutput

Efficiency = > 1 = more than 100%

input

= & <& =
s = | Pepetighioton | > => e,

Poutput

Figure 1.4: Hypothetical “perpetual motion machine” powers itself?

Despite much effort and many unscrupulous claims of “free energy” or over-unity machines,
not one has ever passed the simple test of powering itself with its own energy output and
generating energy to spare.

There does exist, however, a class of machines known as amplifiers, which are able to take in
small-power signals and output signals of much greater power. The key to understanding how
amplifiers can exist without violating the Law of Conservation of Energy lies in the behavior
of active devices.

Because active devices have the ability to control a large amount of electrical power with a
small amount of electrical power, they may be arranged in circuit so as to duplicate the form
of the input signal power from a larger amount of power supplied by an external power source.
The result is a device that appears to magically magnify the power of a small electrical signal
(usually an AC voltage waveform) into an identically-shaped waveform of larger magnitude.
The Law of Conservation of Energy is not violated because the additional power is supplied
by an external source, usually a DC battery or equivalent. The amplifier neither creates nor
destroys energy, but merely reshapes it into the waveform desired as shown in Figure 1.5.

In other words, the current-controlling behavior of active devices is employed to shape DC
power from the external power source into the same waveform as the input signal, producing
an output signal of like shape but different (greater) power magnitude. The transistor or other
active device within an amplifier merely forms a larger copy of the input signal waveform out
of the “raw” DC power provided by a battery or other power source.

Amplifiers, like all machines, are limited in efficiency to a maximum of 100 percent. Usu-
ally, electronic amplifiers are far less efficient than that, dissipating considerable amounts of
energy in the form of waste heat. Because the efficiency of an amplifier is always 100 percent
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External
power source

Pt |:{> Amplifier |::> Poutput

Figure 1.5: While an amplifier can scale a small input signal to large output, its energy source
is an external power supply.

or less, one can never be made to function as a “perpetual motion” device.

The requirement of an external source of power is common to all types of amplifiers, elec-
trical and non-electrical. A common example of a non-electrical amplification system would
be power steering in an automobile, amplifying the power of the driver’s arms in turning the
steering wheel to move the front wheels of the car. The source of power necessary for the am-
plification comes from the engine. The active device controlling the driver’s “input signal” is a
hydraulic valve shuttling fluid power from a pump attached to the engine to a hydraulic piston
assisting wheel motion. If the engine stops running, the amplification system fails to amplify
the driver’s arm power and the car becomes very difficult to turn.

1.4 Amplifier gain

Because amplifiers have the ability to increase the magnitude of an input signal, it is useful to
be able to rate an amplifier’s amplifying ability in terms of an output/input ratio. The technical
term for an amplifier’s output/input magnitude ratio is gain. As a ratio of equal units (power
out / power in, voltage out / voltage in, or current out / current in), gain is naturally a unitless
measurement. Mathematically, gain is symbolized by the capital letter “A”.

For example, if an amplifier takes in an AC voltage signal measuring 2 volts RMS and
outputs an AC voltage of 30 volts RMS, it has an AC voltage gain of 30 divided by 2, or 15:

\%

AV — output
Vinput
_ 30V
Vo2v
A, =15

Correspondingly, if we know the gain of an amplifier and the magnitude of the input signal,
we can calculate the magnitude of the output. For example, if an amplifier with an AC current
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gain of 3.5 is given an AC input signal of 28 mA RMS, the output will be 3.5 times 28 mA, or
98 mA:

Ioutput = (AI)(Iinput)
loutput = (3.5)(28 MA)

| ouput = 98 MA

In the last two examples I specifically identified the gains and signal magnitudes in terms
of “AC.” This was intentional, and illustrates an important concept: electronic amplifiers often
respond differently to AC and DC input signals, and may amplify them to different extents.
Another way of saying this is that amplifiers often amplify changes or variations in input
signal magnitude (AC) at a different ratio than steady input signal magnitudes (DC). The
specific reasons for this are too complex to explain at this time, but the fact of the matter is
worth mentioning. If gain calculations are to be carried out, it must first be understood what
type of signals and gains are being dealt with, AC or DC.

Electrical amplifier gains may be expressed in terms of voltage, current, and/or power, in
both AC and DC. A summary of gain definitions is as follows. The triangle-shaped “delta”
symbol (A) represents change in mathematics, so “AV 14t / AVipnpu:” means “change in output
voltage divided by change in input voltage,” or more simply, “AC output voltage divided by AC
input voltage”:

DC gains AC gains
V AV
Voltage AV — _ output AV — - output.
\4 input AV input
I Al
Current Al — output A| — output
Iinput AIinput
Ap= Poutpu[ Ap= (Avoutput) (al ouiput)
P ower PI nput (Avinput) (AI input)
Ap=(AV)A)

A="changein..."

If multiple amplifiers are staged, their respective gains form an overall gain equal to the
product (multiplication) of the individual gains. (Figure 1.6) If a 1 V signal were applied to the
input of the gain of 3 amplifier in Figure 1.6 a 3 V signal out of the first amplifier would be
further amplified by a gain of 5 at the second stage yielding 15 V at the final output.
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Input signal =—=> Amplifier > Amplifier :> Output signal

gan=3 gan=5

Overall gain = (3)(5) = 15

Figure 1.6: The gain of a chain of cascaded amplifiers is the product of the individual gains.

1.5 Decibels

In its simplest form, an amplifier’s gain is a ratio of output over input. Like all ratios, this
form of gain is unitless. However, there is an actual unit intended to represent gain, and it is
called the bel.

As a unit, the bel was actually devised as a convenient way to represent power /oss in tele-
phone system wiring rather than gain in amplifiers. The unit’s name is derived from Alexan-
der Graham Bell, the famous Scottish inventor whose work was instrumental in developing
telephone systems. Originally, the bel represented the amount of signal power loss due to re-
sistance over a standard length of electrical cable. Now, it is defined in terms of the common
(base 10) logarithm of a power ratio (output power divided by input power):

_ Poutput
AP(ratio) - s
I:)input
I:)output
Apge) = 109
input

Because the bel is a logarithmic unit, it is nonlinear. To give you an idea of how this works,
consider the following table of figures, comparing power losses and gains in bels versus simple
ratios:

Table: Gain / loss in bels

Loss/gain as Loss/gain Loss/gain as Loss/gain
a ratio in bels a ratio in bels
Poutput |Og I:)output I:)output |0g I:)output

I:)i nput input PI nput input
1000 3B 0.1 -1B
100 2B 0.01 -2B
10 1B 0.001 -3B
1
(no loss or gain) 0B 0.0001 4B

It was later decided that the bel was too large of a unit to be used directly, and so it became
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customary to apply the metric prefix deci (meaning 1/10) to it, making it decibels, or dB. Now,
the expression “dB” is so common that many people do not realize it is a combination of “deci-”
and “-bel,” or that there even is such a unit as the “bel.” To put this into perspective, here is
another table contrasting power gain/loss ratios against decibels:

Table: Gain / loss in decibels

Loss/gain as Loss/gain Loss/gain as Loss/gain
a ratio in decibels a ratio in decibels
Poutput 10 Iog I:)output Poutput 10 Iog Poutput

Pi nput input PI nput input
1000 30dB 0.1 -10dB
100 20dB 0.01 -20dB
10 10 dB 0.001 -30dB
1
(no loss or gain) 0dB 0.0001 -40 dB

As a logarithmic unit, this mode of power gain expression covers a wide range of ratios with
a minimal span in figures. It is reasonable to ask, “why did anyone feel the need to invent a
logarithmic unit for electrical signal power loss in a telephone system?” The answer is related
to the dynamics of human hearing, the perceptive intensity of which is logarithmic in nature.

Human hearing is highly nonlinear: in order to double the perceived intensity of a sound,
the actual sound power must be multiplied by a factor of ten. Relating telephone signal power
loss in terms of the logarithmic “bel” scale makes perfect sense in this context: a power loss of
1 bel translates to a perceived sound loss of 50 percent, or 1/2. A power gain of 1 bel translates
to a doubling in the perceived intensity of the sound.

An almost perfect analogy to the bel scale is the Richter scale used to describe earthquake
intensity: a 6.0 Richter earthquake is 10 times more powerful than a 5.0 Richter earthquake; a
7.0 Richter earthquake 100 times more powerful than a 5.0 Richter earthquake; a 4.0 Richter
earthquake is 1/10 as powerful as a 5.0 Richter earthquake, and so on. The measurement
scale for chemical pH is likewise logarithmic, a difference of 1 on the scale is equivalent to
a tenfold difference in hydrogen ion concentration of a chemical solution. An advantage of
using a logarithmic measurement scale is the tremendous range of expression afforded by a
relatively small span of numerical values, and it is this advantage which secures the use of
Richter numbers for earthquakes and pH for hydrogen ion activity.

Another reason for the adoption of the bel as a unit for gain is for simple expression of sys-
tem gains and losses. Consider the last system example (Figure 1.6) where two amplifiers were
connected tandem to amplify a signal. The respective gain for each amplifier was expressed as
a ratio, and the overall gain for the system was the product (multiplication) of those two ratios:

Overall gain = (3)(5) = 15

If these figures represented power gains, we could directly apply the unit of bels to the task
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of representing the gain of each amplifier, and of the system altogether. (Figure 1.7)

Apgey = 109 Apgaio)

Apea) =109 3 Apga) =109 5
. Amplifier Amplifier
Input signal =——> gain=3 |:{> gain=5 |:|'> Output signal
gain =0.477B gain = 0.699B

Overall gain = (3)(5) = 15
Overall gaing,, = log 15=1.176 B

Figure 1.7: Power gain in bels is additive: 0.477 B + 0.699 B =1.176 B.

Close inspection of these gain figures in the unit of “bel” yields a discovery: they’re additive.
Ratio gain figures are multiplicative for staged amplifiers, but gains expressed in bels add
rather than multiply to equal the overall system gain. The first amplifier with its power gain
of 0.477 B adds to the second amplifier’s power gain of 0.699 B to make a system with an overall
power gain of 1.176 B.

Recalculating for decibels rather than bels, we notice the same phenomenon. (Figure 1.8)

Apg) = 10109 Apaio)

Ape) = 10109 3 Aps) = 1010g 5
) Amplifier Amplifier
Input signal ——> gain =3 |:"> gain =5 |:|,> Output signal
gain =4.77dB gain = 6.99 dB

Overall gain = (3)(5) = 15
Overall gaingg, = 101og 15 = 11.76 dB

Figure 1.8: Gain of amplifier stages in decibels is additive: 4.77 dB + 6.99 dB = 11.76 dB.

To those already familiar with the arithmetic properties of logarithms, this is no surprise.
It is an elementary rule of algebra that the antilogarithm of the sum of two numbers’ logarithm
values equals the product of the two original numbers. In other words, if we take two numbers
and determine the logarithm of each, then add those two logarithm figures together, then
determine the “antilogarithm” of that sum (elevate the base number of the logarithm — in this
case, 10 — to the power of that sum), the result will be the same as if we had simply multiplied
the two original numbers together. This algebraic rule forms the heart of a device called a
slide rule, an analog computer which could, among other things, determine the products and
quotients of numbers by addition (adding together physical lengths marked on sliding wood,
metal, or plastic scales). Given a table of logarithm figures, the same mathematical trick
could be used to perform otherwise complex multiplications and divisions by only having to
do additions and subtractions, respectively. With the advent of high-speed, handheld, digital
calculator devices, this elegant calculation technique virtually disappeared from popular use.
However, it is still important to understand when working with measurement scales that are
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logarithmic in nature, such as the bel (decibel) and Richter scales.
When converting a power gain from units of bels or decibels to a unitless ratio, the mathe-
matical inverse function of common logarithms is used: powers of 10, or the antilog.

If:
Apga) = 109 Apaio)

Then:
Apgaio) = 10 7es

Converting decibels into unitless ratios for power gain is much the same, only a division
factor of 10 is included in the exponent term:

If:
Apge) = 10109 Apaic)
Then:

Aps)
_ 10
AP(ratio) =10

Example: Power into an amplifier is 1 watts, the power out is 10 watt. Find the power
gain in dB.

AP(dB) =10 IOglo(PO /P]) =10 10g10 10 /1) =10 10g10 (10)=10(1)=10 dB
Example: Find the power gain ratio Ap (i) = (Po / Pr) for a 20 dB Power gain.

Apap) =20 =10 logio Ap(ratio)
20/10 = log1o Ap(ratio)

1029/10 = {logio(Ap(ratio))
100 = Ap(ratio) = Po / Pp)

Because the bel is fundamentally a unit of power gain or loss in a system, voltage or current
gains and losses don’t convert to bels or dB in quite the same way. When using bels or decibels
to express a gain other than power, be it voltage or current, we must perform the calculation
in terms of how much power gain there would be for that amount of voltage or current gain.
For a constant load impedance, a voltage or current gain of 2 equates to a power gain of 4 (22);
a voltage or current gain of 3 equates to a power gain of 9 (32). If we multiply either voltage
or current by a given factor, then the power gain incurred by that multiplication will be the
square of that factor. This relates back to the forms of Joule’s Law where power was calculated
from either voltage or current, and resistance:
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2
P:E_

R

P=I°R

Power is proportional to the square
of either voltage or current

Thus, when translating a voltage or current gain ratio into a respective gain in terms of the
bel unit, we must include this exponent in the equation(s):

Apga) =109 Apgaic)

- 2 .
Aved) = 109 Aygaio. T Exponent required

A ge) =109 A (aic)

The same exponent requirement holds true when expressing voltage or current gains in
terms of decibels:

Apaey = 10109 Apraio)

Avas) = 10109 Ay i) = Exponent required
Ay =101l0g Al(ratio)

However, thanks to another interesting property of logarithms, we can simplify these equa-
tions to eliminate the exponent by including the “2” as a multiplying factor for the logarithm
function. In other words, instead of taking the logarithm of the square of the voltage or current
gain, we just multiply the voltage or current gain’s logarithm figure by 2 and the final result
in bels or decibels will be the same:

For bels:
_ 2 _ 2
Ay e =109 Ay aic) A ge) =109 A (aic)
. is the same as . ...Iisthe same as .
AV(BeI) 2log AV(ratlo AI(BeI) 2log Al(ratlo)

For decibels:

Ay = 10log AV(ratlo) A = 101log Al(ratlo)
. is the same as . . is the same as .
AV(dB) 20log AV(ratlo) AI(dB) 20log Al(rano)

The process of converting voltage or current gains from bels or decibels into unitless ratios
is much the same as it is for power gains:
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If:

Avga) = 2109 Ay aic) A ge) = 2109 A aic)
Then: Av(se) A @)

Ay (raio) = 10 2 A\(raiic) = 10 2

Here are the equations used for converting voltage or current gains in decibels into unitless
ratios:

If:
Ay(ge) = 20109 Ay atic) A as) = 20109 A ai0)
Then: Av ) A
Av(aio) = 107 Aoy = 107

While the bel is a unit naturally scaled for power, another logarithmic unit has been in-
vented to directly express voltage or current gains/losses, and it is based on the natural loga-
rithm rather than the common logarithm as bels and decibels are. Called the neper, its unit
symbol is a lower-case “n.”

\%

output I output

A (raiio) = Al(ratio) =
Vinput Iinput
AV(neper) =In AV(ratio) Al(neper) =In Al(ratio)

For better or for worse, neither the neper nor its attenuated cousin, the decineper, is popu-
larly used as a unit in American engineering applications.

Example: The voltage into a 600 2 audio line amplifier is 10 mV, the voltage across a 600
Q2 load is 1 V. Find the power gain in dB.

Ay = 20 logio(Vo / V) = 20 logio (1/0.01) = 20 logyo (100) = 20 (2) = 40 dB

Example: Find the voltage gain ratio Ay (,4:0) = (Vo / V) for a 20 dB gain amplifier
having a 50 Q2 input and out impedance.

Ay apy = 20 logio Ay (ratio)

20 = 20 log10 Ay (ratio)

20/20 = log1o Ap(ratio)

1020/20 = {plogio(Av (ratio))

10 = Ay (vatio) = Vo / V1)
« REVIEW:

e Gains and losses may be expressed in terms of a unitless ratio, or in the unit of bels (B)
or decibels (dB). A decibel is literally a deci-bel: one-tenth of a bel.
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e The bel is fundamentally a unit for expressing power gain or loss. To convert a power
ratio to either bels or decibels, use one of these equations:
° Apgd) = 109 Apgaio) Apap) = 10109 Apaic)

e When using the unit of the bel or decibel to express a voltage or current ratio, it must be
cast in terms of an equivalent power ratio. Practically, this means the use of different
equations, with a multiplication factor of 2 for the logarithm value corresponding to an
exponent of 2 for the voltage or current gain ratio:

Ay@a) = 2109 Ay aio) Ay sy = 20109 Ay raii)

Aige) = 2109 Az Ajgs) = 20109 A 1aiq)

e To convert a decibel gain into a unitless ratio gain, use one of these equations:

Avs)

Ayaip = 107
A

Al gatioy = 10 »
Ana)

o Argain=107"°

e A gain (amplification) is expressed as a positive bel or decibel figure. A loss (attenuation)
is expressed as a negative bel or decibel figure. Unity gain (no gain or loss; ratio = 1) is
expressed as zero bels or zero decibels.

e When calculating overall gain for an amplifier system composed of multiple amplifier
stages, individual gain ratios are multiplied to find the overall gain ratio. Bel or deci-
bel figures for each amplifier stage, on the other hand, are added together to determine
overall gain.

1.6 Absolute dB scales

It is also possible to use the decibel as a unit of absolute power, in addition to using it as an
expression of power gain or loss. A common example of this is the use of decibels as a measure-
ment of sound pressure intensity. In cases like these, the measurement is made in reference to
some standardized power level defined as 0 dB. For measurements of sound pressure, 0 dB is
loosely defined as the lower threshold of human hearing, objectively quantified as 1 picowatt
of sound power per square meter of area.

A sound measuring 40 dB on the decibel sound scale would be 10* times greater than the
threshold of hearing. A 100 dB sound would be 10'° (ten billion) times greater than the thresh-
old of hearing.

Because the human ear is not equally sensitive to all frequencies of sound, variations of the
decibel sound-power scale have been developed to represent physiologically equivalent sound
intensities at different frequencies. Some sound intensity instruments were equipped with
filter networks to give disproportionate indications across the frequency scale, the intent of
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which to better represent the effects of sound on the human body. Three filtered scales became
commonly known as the “A,” “B,” and “C” weighted scales. Decibel sound intensity indications
measured through these respective filtering networks were given in units of dBA, dBB, and
dBC. Today, the “A-weighted scale” is most commonly used for expressing the equivalent phys-
iological impact on the human body, and is especially useful for rating dangerously loud noise
sources.

Another standard-referenced system of power measurement in the unit of decibels has been
established for use in telecommunications systems. This is called the dBm scale. (Figure 1.9)
The reference point, 0 dBm, is defined as 1 milliwatt of electrical power dissipated by a 600 2
load. According to this scale, 10 dBm is equal to 10 times the reference power, or 10 milliwatts;
20 dBm is equal to 100 times the reference power, or 100 milliwatts. Some AC voltmeters come
equipped with a dBm range or scale (sometimes labeled “DB”) intended for use in measuring
AC signal power across a 600 2 load. 0 dBm on this scale is, of course, elevated above zero
because it represents something greater than 0 (actually, it represents 0.7746 volts across a
600 2 load, voltage being equal to the square root of power times resistance; the square root
of 0.001 multiplied by 600). When viewed on the face of an analog meter movement, this dBm
scale appears compressed on the left side and expanded on the right in a manner not unlike a
resistance scale, owing to its logarithmic nature.

Radio frequency power measurements for low level signals encountered in radio receivers
use dBm measurements referenced to a 50 ) load. Signal generators for the evaluation of radio
receivers may output an adjustable dBm rated signal. The signal level is selected by a device
called an attenuator, described in the next section.

Table: Absolute power levels in dBm (decibel milliwatt)

Power in Power in Powerin | Power in Power in
watts milliwatts dBm milliwatts dBm
1 1000 30dB 1 0dB
0.1 100 20dB 0.1 -10dB
0.01 10 10dB 0.01 -20dB
0.004 4 6 dB 0.001 -30dB
0.002 2 3dB 0.0001 -40dB

Figure 1.9: Absolute power levels in dBm (decibels referenced to 1 milliwatt.

An adaptation of the dBm scale for audio signal strength is used in studio recording and
broadcast engineering for standardizing volume levels, and is called the VU scale. VU meters
are frequently seen on electronic recording instruments to indicate whether or not the recorded
signal exceeds the maximum signal level limit of the device, where significant distortion will
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occur. This “volume indicator” scale is calibrated in according to the dBm scale, but does not
directly indicate dBm for any signal other than steady sine-wave tones. The proper unit of
measurement for a VU meter is volume units.

When relatively large signals are dealt with, and an absolute dB scale would be useful for
representing signal level, specialized decibel scales are sometimes used with reference points
greater than the 1 mW used in dBm. Such is the case for the dBW scale, with a reference
point of 0 dBW established at 1 watt. Another absolute measure of power called the dBk scale
references 0 dBk at 1 kW, or 1000 watts.

e REVIEW:

e The unit of the bel or decibel may also be used to represent an absolute measurement of
power rather than just a relative gain or loss. For sound power measurements, 0 dB is
defined as a standardized reference point of power equal to 1 picowatt per square meter.
Another dB scale suited for sound intensity measurements is normalized to the same
physiological effects as a 1000 Hz tone, and is called the dBA scale. In this system, 0
dBA is defined as any frequency sound having the same physiological equivalence as a 1
picowatt-per-square-meter tone at 1000 Hz.

e An electrical dB scale with an absolute reference point has been made for use in telecom-
munications systems. Called the dBm scale, its reference point of 0 dBm is defined as 1
milliwatt of AC signal power dissipated by a 600 Q2 load.

e A VU meter reads audio signal level according to the dBm for sine-wave signals. Because
its response to signals other than steady sine waves is not the same as true dBm, its unit
of measurement is volume units.

e dB scales with greater absolute reference points than the dBm scale have been invented
for high-power signals. The dBW scale has its reference point of 0 dBW defined as 1 watt
of power. The dBk scale sets 1 kW (1000 watts) as the zero-point reference.

1.7 Attenuators

Attenuators are passive devices. It is convenient to discuss them along with decibels. Attenu-
ators weaken or attenuate the high level output of a signal generator, for example, to provide
a lower level signal for something like the antenna input of a sensitive radio receiver. (Fig-
ure 1.10) The attenuator could be built into the signal generator, or be a stand-alone device.
It could provide a fixed or adjustable amount of attenuation. An attenuator section can also
provide isolation between a source and a troublesome load.

In the case of a stand-alone attenuator, it must be placed in series between the signal source
and the load by breaking open the signal path as shown above. In addition, it must match both
the source impedance Z; and the load impedance Z, while providing a specified amount of
attenuation. In this section we will only consider the special, and most common, case where
the source and load impedances are equal. Not considered in this section, unequal source and
load impedances may be matched by an attenuator section. However, the formulation is more
complex.
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Z ! Z,
' Attenuator
ORNES 2
L

Figure 1.10: Constant impedance attenuator is matched to source impedance Z; and load
impedance Zp. For radio frequency equipment Z is 50 ).

o VWA o

[« 0 [« o
T attenuator 1 attenuator

Figure 1.11: T section and II section attenuators are common forms.

Common configurations are the T and IT networks shown in Figure 1.11 Multiple attenuator
sections may be cascaded when even weaker signals are needed as in Figure 1.19.

1.7.1 Decibels

Voltage ratios, as used in the design of attenuators are often expressed in terms of decibels.
The voltage ratio (K below) must be derived from the attenuation in decibels. Power ratios ex-
pressed as decibels are additive. For example, a 10 dB attenuator followed by a 6 dB attenuator
provides 16dB of attenuation overall.

10dB +6db =16 dB

Changing sound levels are perceptible roughly proportional to the logarithm of the power
ratio (P; / Pp).

sound level = log,o(P; / Pp)

A change of 1 dB in sound level is barely perceptible to a listener, while 2 db is readily
perceptible. An attenuation of 3 dB corresponds to cutting power in half, while a gain of 3 db
corresponds to a doubling of the power level. A gain of -3 dB is the same as an attenuation of
+3 dB, corresponding to half the original power level.

The power change in decibels in terms of power ratio is:

dB =10 ].Ogl()(P[ / PO)

Assuming that the load R; at P; is the same as the load resistor Rp at Pp (R; = Rp), the
decibels may be derived from the voltage ratio (V; / V) or current ratio (I; / Ip):
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Po=Volp=Vo?/R=1p2R
P;=V;1;=V;2/R=1;2R
dB = 10 log;o(P; / Po) = 10 log10(V2 / Vo?) = 20 log10(V1/Vo)
dB = 10 logo(P; / Pp) = 10 log10(1;2 / 15?) = 20 log1o(I;/1p)
The two most often used forms of the decibel equation are:
dB =10 log;o(P; /Pp) or dB =20 log;0(V; / Vo)

We will use the latter form, since we need the voltage ratio. Once again, the voltage ratio
form of equation is only applicable where the two corresponding resistors are equal. That is,
the source and load resistance need to be equal.

Example: Power into an attenuator is 10 watts, the power out is 1 watt. Find the
attenuation in dB.
dB =10 log;0(P; / Pp) = 10 logyp (10 /1) = 10 logyo (10) = 10 (1) = 10 dB
Example: Find the voltage attenuation ratio (K= (V;/Vy)) for a 10 dB attenuator.
dB = 10= 20 log10(V; / Vo)
10/20 = 10g10(V1 /Vo)
1010/20 - 10[0g10(V1/V())

3.16 = (V1 /' Vo) = Ap(ratio)

Example: Power into an attenuator is 100 milliwatts, the power out is 1 milliwatt. Find
the attenuation in dB.

dB =10 log;o(P; / Pp) = 10 logy (100 /1) = 10 logyo (100) = 10 (2) = 20 dB
Example: Find the voltage attenuation ratio (K= (V;/Vy)) for a 20 dB attenuator.

dB = 20= 20 log0(V; / Vo)

1020/20 = 10tegio(Vi/Vo)

10=(V;/Vp)=K
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dB = attenuation in decibels

Z = source/load impedance (resistive) Resistors for T-section
K>1 £ =950 _
v R, R, Attenuation
K = I _ 1Od|3/20 dB K=Vi / Vo R1 R2
V.- 1.0 1.12 | 2.88 | 433.34
o K1 V, Vo 2.0 1.26 | 5.73 | 215.24
- 3.0 1.41 | 8.55 | 141.93
Ri=2 < K_+1> b zOo Regzo | 20| 1538|1131 (104 83
oK 6.0 2.00 [16.61 | 66.93
R,=7 <_ > ° ° |10.0 3.16 |25.97 | 35.14
2 K21 T attenuator 20.0 | 10.00 |40.91| 10.10

Figure 1.12: Formulas for T-section attenuator resistors, given K, the voltage attenuation ratio,
and Z; =Zo = 509.

1.7.2 T-section attenuator

The T and IT attenuators must be connected to a Z source and Z load impedance. The Z-
(arrows) pointing away from the attenuator in the figure below indicate this. The Z-(arrows)
pointing toward the attenuator indicates that the impedance seen looking into the attenuator
with a load Z on the opposite end is Z, Z=50 ) for our case. This impedance is a constant (50
Q) with respect to attenuation— impedance does not change when attenuation is changed.

The table in Figure 1.12 lists resistor values for the T and II attenuators to match a 50 Q
source/ load, as is the usual requirement in radio frequency work.

Telephone utility and other audio work often requires matching to 600 2. Multiply all R
values by the ratio (600/50) to correct for 600 2 matching. Multiplying by 75/50 would convert
table values to match a 75 Q source and load.

The amount of attenuation is customarily specified in dB (decibels). Though, we need the
voltage (or current) ratio K to find the resistor values from equations. See the dB/20 term in
the power of 10 term for computing the voltage ratio K from dB, above.

The T (and below II) configurations are most commonly used as they provide bidirectional
matching. That is, the attenuator input and output may be swapped end for end and still
match the source and load impedances while supplying the same attenuation.

Disconnecting the source and looking in to the right at V;, we need to see a series parallel
combination of Rp, R;, Rp, and Z looking like an equivalent resistance of Z, the source/load
impedance: (Z is connected to the output.)

Z=RO + (R2 —(Rl + Z))

For example, substitute the 10 dB values from the 50 2 attenuator table for R; and R, as
shown in Figure 1.13.

Z =25.97 + (35.14 ——(25.97 + 50))
Z=2597 +(35.14 —— 75.97)

Z =2597 + 24.03 =50
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This shows us that we see 50 2 looking right into the example attenuator (Figure 1.13) with
a 50  load.

Replacing the source generator, disconnecting load Z at Vo, and looking in to the left, should
give us the same equation as above for the impedance at Vo, due to symmetry. Moreover, the
three resistors must be values which supply the required attenuation from input to output.
This is accomplished by the equations for R; and R, above as applied to the T-attenuator
below.

Z R1:26.0 Rl
AWM ——
Vi R~= Vo
0 z0 351 ] 70 % Z
=20 =50
O _ O

T attenuator

10 dB attenuators for matching input/output to Z= 50 Q.

Figure 1.13: 10 dB T-section attenuator for insertion between a 50 2 source and load.

1.7.3 Pl-section attenuator

The table in Figure 1.14 lists resistor values for the II attenuator matching a 50 Q2 source/ load
at some common attenuation levels. The resistors corresponding to other attenuation levels
may be calculated from the equations.

dB = attenuation in decibels

Z = source/load impedance (resistive) Resistors for M-section
Att enuation

V, Rs dB K=Vi/Vo| R3 R4
K = — =109/ o WA o 1.0 | 1.12 5.77 | 869.55
Vo 2.0 | 1.26 11.61 | 436.21
5 Vi Vo 3.0 | 1.41 17.61 | 292. 40
Ry = Z<K -1> 0zOSR, R S0zo | 40| 1.58 | 23.85 | 220.97
2K 6.0 | 2.00 37.35 | 150. 48
K+l o o |10.0 | 3.16 71.15| 96.25
R,=Z <K_1 > M attenuator 20.0 |10.00 |247.50| 61.11

Figure 1.14: Formulas for II-section attenuator resistors, given K, the voltage attenuation
ratio, and Z; = Zo = 50 Q).

The above apply to the r-attenuator below.
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Z Rs=71.2
o —/ WA . o
V, R,= Vo 7
0z0<9%.2 R, < 0720
=50 =50
o : : )

1 attenuator
10 dB attenuator for matching input/output to Z= 50 Q.

Figure 1.15: 10 dB II-section attenuator example for matching a 50  source and load.

What resistor values would be required for both the II attenuators for 10 dB of attenuation
matching a 50 2 source and load?

The 10 dB corresponds to a voltage attenuation ratio of K=3.16 in the next to last line of the
above table. Transfer the resistor values in that line to the resistors on the schematic diagram
in Figure 1.15.

1.7.4 L-section attenuator

The table in Figure 1.16 lists resistor values for the L attenuators to match a 50 {2 source/
load. The table in Figure 1.17 lists resistor values for an alternate form. Note that the resistor
values are not the same.

dB = attenuation in decibels

Z = source/load impedance (resistive) gRgsisgt 865 for L-section
K>1 Atfenhation L

Vv, dBI20 Rs S 0 ST ST 70097
K=g,- 10 ° W ° 2.0 1.26| 10.28| 193.11
1 v, Vo 3.0 1.41| 14.60| 121.20
R.=7 <_ > 0z0 R 4.0 1.58| 18.45| 85.49
5 K s 20 6.0 2.00| 24.94| 50.24
R Z 0 o 10.0 3.16| 34.19| 23.12
6= (K-1) L attenuat or 20.0 | 10.00| 45.00| 5.56

Figure 1.16: L-section attenuator table for 50 Q) source and load impedance.
The above apply to the L attenuator below.

1.7.5 Bridged T attenuator

The table in Figure 1.18 lists resistor values for the bridged T attenuators to match a 50 Q
source and load. The bridged-T attenuator is not often used. Why not?
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dB = attenuation in decibels
Z = source/load impedance (resistive)

K>1
R
= ﬁ = ]_OdB/ZO < ’\/Z/\, o
Vo VI VO
Ry =2(K-1) nzo 3 Fe yAR
_ K
Rg=Z <m> ° o

L attenuator

AMPLIFIERS AND ACTIVE DEVICES

Resistors for L-section
Z=50. 00
Att enuation
dB [K=Vi Vo R7 R8
1.0 1.12 6.10 | 459. 77
2.0 1.26| 12.95| 243.11
3.0 1.41| 20.63 | 171.20
4.0 1.58| 29.24 | 135.49
6.0 2.00| 49.76 | 100. 24
10.0 3.16(108. 11 73.12
20.0 10. 00 [450. 00 55. 56

Figure 1.17: Alternate form L-section attenuator table for 50 ) source and load impedance.

dB = attenuation in decibels

Z = source/load impedance (resistive) Resistors for bridged T
K>1 Z=50. 00
Attenuation
dB [K=Vi/Vo R7 R6

K = Vi _ 1048/20 1.0 1.12] 6.10 | 409.77
0 2.0 1.26| 12.95| 193.11
7 3.0 1.41| 20.63 | 121.20
Rg=—"— 4.0 1.58| 29.24| 85.49
(K-1) 6.0 2.00| 49.76| 50.24
_ 10.0 3.16(108.11 | 23.12
Ry=2Z(K-1) Bridged T attenuator (200 | 10.00|450.00| “5.56

Figure 1.18: Formulas and abbreviated table for b

ridged-T attenuator section, Z = 50 ().
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1.7.6 Cascaded sections

Attenuator sections can be cascaded as in Figure 1.19 for more attenuation than may be avail-
able from a single section. For example two 10 db attenuators may be cascaded to provide 20
dB of attenuation, the dB values being additive. The voltage attenuation ratio K or V;/Vo for
a 10 dB attenuator section is 3.16. The voltage attenuation ratio for the two cascaded sections
is the product of the two Ks or 3.16x3.16=10 for the two cascaded sections.

section 1 section 2

Figure 1.19: Cascaded attenuator sections: dB attenuation is additive.

Variable attenuation can be provided in discrete steps by a switched attenuator. The ex-
ample Figure 1.20, shown in the 0 dB position, is capable of 0 through 7 dB of attenuation by
additive switching of none, one or more sections.

4 dB 2dB 1dB

Figure 1.20: Switched attenuator: attenuation is variable in discrete steps.

The typical multi section attenuator has more sections than the above figure shows. The
addition of a 3 or 8 dB section above enables the unit to cover to 10 dB and beyond. Lower
signal levels are achieved by the addition of 10 dB and 20 dB sections, or a binary multiple 16
dB section.

1.7.7 RF attenuators

For radio frequency (RF) work (<1000 Mhz), the individual sections must be mounted in
shielded compartments to thwart capacitive coupling if lower signal levels are to be achieved
at the highest frequencies. The individual sections of the switched attenuators in the previous
section are mounted in shielded sections. Additional measures may be taken to extend the
frequency range to beyond 1000 Mhz. This involves construction from special shaped lead-less
resistive elements.

A coaxial T-section attenuator consisting of resistive rods and a resistive disk is shown in
Figure 1.21. This construction is usable to a few gigahertz. The coaxial II version would have
one resistive rod between two resistive disks in the coaxial line as in Figure 1.22.
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metalic conductor

J\/
) |

resistive disc
resistive rod
Coaxial T-attenuator for radio frequency work

Figure 1.21: Coaxial T-attenuator for radio frequency work.
metalic conductor

iy

resistive rod
resistive disc

Coaxial M-attenuator for radio frequency work

Figure 1.22: Coaxial Il-attenuator for radio frequency work.
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RF connectors, not shown, are attached to the ends of the above T and II attenuators.
The connectors allow individual attenuators to be cascaded, in addition to connecting between
a source and load. For example, a 10 dB attenuator may be placed between a troublesome
signal source and an expensive spectrum analyzer input. Even though we may not need the
attenuation, the expensive test equipment is protected from the source by attenuating any
overvoltage.

Summary: Attenuators

e An attenuator reduces an input signal to a lower level.

e The amount of attenuation is specified in decibels (dB). Decibel values are additive for
cascaded attenuator sections.

dB from power ratio:  dB = 10 logo(P; / Po)

dB from voltage ratio: dB =20 logo(V;/ V)

T and II section attenuators are the most common circuit configurations.

Contributors

Contributors to this chapter are listed in chronological order of their contributions, from most
recent to first. See Appendix 2 (Contributor List) for dates and contact information.

Colin Barnard (November 2003): Correction regarding Alexander Graham Bell’s country
of origin (Scotland, not the United States).
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2.1 Introduction

This chapter will cover the physics behind the operation of semiconductor devices and show
how these principles are applied in several different types of semiconductor devices. Subse-
quent chapters will deal primarily with the practical aspects of these devices in circuits and
omit theory as much as possible.

27
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2.2 Quantum physics
“I think it is safe to say that no one understands quantum mechanics.”
Physicist Richard P. Feynman

To say that the invention of semiconductor devices was a revolution would not be an ex-
aggeration. Not only was this an impressive technological accomplishment, but it paved the
way for developments that would indelibly alter modern society. Semiconductor devices made
possible miniaturized electronics, including computers, certain types of medical diagnostic and
treatment equipment, and popular telecommunication devices, to name a few applications of
this technology.

But behind this revolution in technology stands an even greater revolution in general sci-
ence: the field of quantum physics. Without this leap in understanding the natural world, the
development of semiconductor devices (and more advanced electronic devices still under devel-
opment) would never have been possible. Quantum physics is an incredibly complicated realm
of science. This chapter is but a brief overview. When scientists of Feynman’s caliber say that
“no one understands [it],” you can be sure it is a complex subject. Without a basic understand-
ing of quantum physics, or at least an understanding of the scientific discoveries that led to its
formulation, though, it is impossible to understand how and why semiconductor electronic de-
vices function. Most introductory electronics textbooks I've read try to explain semiconductors
in terms of “classical” physics, resulting in more confusion than comprehension.

Many of us have seen diagrams of atoms that look something like Figure 2.1.

e @ e @ = electron
R @ = proton
@ = neutron

Figure 2.1: Rutherford atom: negative electrons orbit a small positive nucleus.

Tiny particles of matter called protons and neutrons make up the center of the atom; elec-
trons orbit like planets around a star. The nucleus carries a positive electrical charge, owing to
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the presence of protons (the neutrons have no electrical charge whatsoever), while the atom’s
balancing negative charge resides in the orbiting electrons. The negative electrons are at-
tracted to the positive protons just as planets are gravitationally attracted by the Sun, yet the
orbits are stable because of the electrons’ motion. We owe this popular model of the atom to the
work of Ernest Rutherford, who around the year 1911 experimentally determined that atoms’
positive charges were concentrated in a tiny, dense core rather than being spread evenly about
the diameter as was proposed by an earlier researcher, J.J. Thompson.

Rutherford’s scattering experiment involved bombarding a thin gold foil with positively
charged alpha particles as in Figure 2.2. Young graduate students H. Geiger and E. Marsden
experienced unexpected results. A few Alpha particles were deflected at large angles. A few
Alpha particles were back-scattering, recoiling at nearly 180°. Most of the particles passed
through the gold foil undeflected, indicating that the foil was mostly empty space. The fact
that a few alpha particles experienced large deflections indicated the presence of a miniscule
positively charged nucleus.

Figure 2.2: Rutherford scattering: a beam of alpha particles is scattered by a thin gold foil.

Although Rutherford’s atomic model accounted for experimental data better than Thomp-
son’s, it still wasn’t perfect. Further attempts at defining atomic structure were undertaken,
and these efforts helped pave the way for the bizarre discoveries of quantum physics. Today our
understanding of the atom is quite a bit more complex. Nevertheless, despite the revolution of
quantum physics and its contribution to our understanding of atomic structure, Rutherford’s
solar-system picture of the atom embedded itself in the popular consciousness to such a degree
that it persists in some areas of study even when inappropriate.

Consider this short description of electrons in an atom, taken from a popular electronics
textbook:

Orbiting negative electrons are therefore attracted toward the positive nucleus,
which leads us to the question of why the electrons do not fly into the atom’s nucleus.
The answer is that the orbiting electrons remain in their stable orbit because of two
equal but opposite forces. The centrifugal outward force exerted on the electrons
because of the orbit counteracts the attractive inward force (centripetal) trying to
pull the electrons toward the nucleus because of the unlike charges.
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In keeping with the Rutherford model, this author casts the electrons as solid chunks of
matter engaged in circular orbits, their inward attraction to the oppositely charged nucleus
balanced by their motion. The reference to “centrifugal force” is technically incorrect (even
for orbiting planets), but is easily forgiven because of its popular acceptance: in reality, there
is no such thing as a force pushing any orbiting body away from its center of orbit. It seems
that way because a body’s inertia tends to keep it traveling in a straight line, and since an
orbit is a constant deviation (acceleration) from straight-line travel, there is constant inertial
opposition to whatever force is attracting the body toward the orbit center (centripetal), be it
gravity, electrostatic attraction, or even the tension of a mechanical link.

The real problem with this explanation, however, is the idea of electrons traveling in cir-
cular orbits in the first place. It is a verifiable fact that accelerating electric charges emit
electromagnetic radiation, and this fact was known even in Rutherford’s time. Since orbiting
motion is a form of acceleration (the orbiting object in constant acceleration away from normal,
straight-line motion), electrons in an orbiting state should be throwing off radiation like mud
from a spinning tire. Electrons accelerated around circular paths in particle accelerators called
synchrotrons are known to do this, and the result is called synchrotron radiation. If electrons
were losing energy in this way, their orbits would eventually decay, resulting in collisions with
the positively charged nucleus. Nevertheless, this doesn’t ordinarily happen within atoms.
Indeed, electron “orbits” are remarkably stable over a wide range of conditions.

Furthermore, experiments with “excited” atoms demonstrated that electromagnetic energy
emitted by an atom only occurs at certain, definite frequencies. Atoms that are “excited” by
outside influences such as light are known to absorb that energy and return it as electromag-
netic waves of specific frequencies, like a tuning fork that rings at a fixed pitch no matter how
it is struck. When the light emitted by an excited atom is divided into its constituent frequen-
cies (colors) by a prism, distinct lines of color appear in the spectrum, the pattern of spectral
lines being unique to that element. This phenomenon is commonly used to identify atomic ele-
ments, and even measure the proportions of each element in a compound or chemical mixture.
According to Rutherford’s solar-system atomic model (regarding electrons as chunks of matter
free to orbit at any radius) and the laws of classical physics, excited atoms should return en-
ergy over a virtually limitless range of frequencies rather than a select few. In other words, if
Rutherford’s model were correct, there would be no “tuning fork” effect, and the light spectrum
emitted by any atom would appear as a continuous band of colors rather than as a few distinct
lines.

A pioneering researcher by the name of Niels Bohr attempted to improve upon Ruther-
ford’s model after studying in Rutherford’s laboratory for several months in 1912. Trying to
harmonize the findings of other physicists (most notably, Max Planck and Albert Einstein),
Bohr suggested that each electron had a certain, specific amount of energy, and that their or-
bits were quantized such that each may occupy certain places around the nucleus, as marbles
fixed in circular tracks around the nucleus rather than the free-ranging satellites each were
formerly imagined to be. (Figure 2.3) In deference to the laws of electromagnetics and acceler-
ating charges, Bohr alluded to these “orbits” as stationary states to escape the implication that
they were in motion.

Although Bohr’s ambitious attempt at re-framing the structure of the atom in terms that
agreed closer to experimental results was a milestone in physics, it was not complete. His
mathematical analysis produced better predictions of experimental events than analyses be-
longing to previous models, but there were still some unanswered questions about why elec-
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Figure 2.3: Bohr hydrogen atom (with orbits drawn to scale) only allows electrons to inhabit
discrete orbitals. Electrons falling from n=3,4,5, or 6 to n=2 accounts for Balmer series of
spectral lines.

trons should behave in such strange ways. The assertion that electrons existed in stationary,
quantized states around the nucleus accounted for experimental data better than Rutherford’s
model, but he had no idea what would force electrons to manifest those particular states. The
answer to that question had to come from another physicist, Louis de Broglie, about a decade
later.

De Broglie proposed that electrons, as photons (particles of light) manifested both particle-
like and wave-like properties. Building on this proposal, he suggested that an analysis of
orbiting electrons from a wave perspective rather than a particle perspective might make more
sense of their quantized nature. Indeed, another breakthrough in understanding was reached.

node T node

antinode antinode

Figure 2.4: String vibrating at resonant frequency between two fixed points forms standing
wave.

The atom according to de Broglie consisted of electrons existing as standing waves, a phe-
nomenon well known to physicists in a variety of forms. As the plucked string of a musical
instrument (Figure 2.4) vibrating at a resonant frequency, with “nodes” and “antinodes” at sta-
ble positions along its length. De Broglie envisioned electrons around atoms standing as waves
bent around a circle as in Figure 2.5.

Electrons only could exist in certain, definite “orbits” around the nucleus because those
were the only distances where the wave ends would match. In any other radius, the wave
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Figure 2.5: “Orbiting” electron as standing wave around the nucleus, (a) two cycles per orbit,
(b) three cycles per orbit.

should destructively interfere with itself and thus cease to exist.

De Broglie’s hypothesis gave both mathematical support and a convenient physical analogy
to account for the quantized states of electrons within an atom, but his atomic model was still
incomplete. Within a few years, though, physicists Werner Heisenberg and Erwin Schrodinger,
working independently of each other, built upon de Broglie’s concept of a matter-wave duality
to create more mathematically rigorous models of subatomic particles.

This theoretical advance from de Broglie’s primitive standing wave model to Heisenberg’s
matrix and Schrodinger’s differential equation models was given the name quantum mechan-
ics, and it introduced a rather shocking characteristic to the world of subatomic particles: the
trait of probability, or uncertainty. According to the new quantum theory, it was impossible to
determine the exact position and exact momentum of a particle at the same time. The popu-
lar explanations of this “uncertainty principle” was that it was a measurement error usually
caused by the process of measurement (i.e. by attempting to precisely measure the position
of an electron, you interfere with its momentum and thus cannot know what it was before
the position measurement was taken, and vice versa). The startling implication of quantum
mechanics is that particles do not actually have precise positions and momenta, but rather
balance the two quantities in a such way that their combined uncertainties never diminish
below a certain minimum value.

This form of “uncertainty” relationship exists in areas other than quantum mechanics. As
discussed in the “Mixed-Frequency AC Signals” chapter in volume II of this book series, there
is a mutually exclusive relationship between the certainty of a waveform’s time-domain data
and its frequency-domain data. In simple terms, the more precisely we know its constituent
frequency(ies), the less precisely we know its amplitude in time, and vice versa. To quote
myself:

A waveform of infinite duration (infinite number of cycles) can be analyzed with
absolute precision, but the less cycles available to the computer for analysis, the less
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precise the analysis. . . The fewer times that a wave cycles, the less certain its
frequency is. Taking this concept to its logical extreme, a short pulse — a waveform
that doesn’t even complete a cycle — actually has no frequency, but rather acts as an
infinite range of frequencies. This principle is common to all wave-based phenomena,
not just AC voltages and currents.

In order to precisely determine the amplitude of a varying signal, we must sample it over
a very narrow span of time. However, doing this limits our view of the wave’s frequency.
Conversely, to determine a wave’s frequency with great precision, we must sample it over
many cycles, which means we lose view of its amplitude at any given moment. Thus, we cannot
simultaneously know the instantaneous amplitude and the overall frequency of any wave with
unlimited precision. Stranger yet, this uncertainty is much more than observer imprecision; it
resides in the very nature of the wave. It is not as though it would be possible, given the proper
technology, to obtain precise measurements of both instantaneous amplitude and frequency at
once. Quite literally, a wave cannot have both a precise, instantaneous amplitude, and a precise
frequency at the same time.

The minimum uncertainty of a particle’s position and momentum expressed by Heisenberg
and Schrodinger has nothing to do with limitation in measurement; rather it is an intrinsic
property of the particle’s matter-wave dual nature. Electrons, therefore, do not really exist in
their “orbits” as precisely defined bits of matter, or even as precisely defined waveshapes, but
rather as “clouds” — the technical term is wavefunction — of probability distribution, as if each
electron were “spread” or “smeared” over a range of positions and momenta.

This radical view of electrons as imprecise clouds at first seems to contradict the original
principle of quantized electron states: that electrons exist in discrete, defined “orbits” around
atomic nuclei. It was, after all, this discovery that led to the formation of quantum theory
to explain it. How odd it seems that a theory developed to explain the discrete behavior of
electrons ends up declaring that electrons exist as “clouds” rather than as discrete pieces of
matter. However, the quantized behavior of electrons does not depend on electrons having def-
inite position and momentum values, but rather on other properties called quantum numabers.
In essence, quantum mechanics dispenses with commonly held notions of absolute position and
absolute momentum, and replaces them with absolute notions of a sort having no analogue in
common experience.

Even though electrons are known to exist in ethereal, “cloud-like” forms of distributed prob-
ability rather than as discrete chunks of matter, those “clouds” have other characteristics that
are discrete. Any electron in an atom can be described by four numerical measures (the previ-
ously mentioned quantum numbers), called the Principal, Angular Momentum, Magnetic,
and Spin numbers. The following is a synopsis of each of these numbers’ meanings:

Principal Quantum Number: Symbolized by the letter n, this number describes the shell
that an electron resides in. An electron “shell” is a region of space around an atom’s nucleus
that electrons are allowed to exist in, corresponding to the stable “standing wave” patterns of
de Broglie and Bohr. Electrons may “leap” from shell to shell, but cannot exist between the
shell regions.

The principle quantum number must be a positive integer (a whole number, greater than
or equal to 1). In other words, principle quantum number for an electron cannot be 1/2 or
-3. These integer values were not arrived at arbitrarily, but rather through experimental ev-
idence of light spectra: the differing frequencies (colors) of light emitted by excited hydrogen
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atoms follow a sequence mathematically dependent on specific, integer values as illustrated in
Figure 2.3.

Each shell has the capacity to hold multiple electrons. An analogy for electron shells is the
concentric rows of seats of an amphitheater. Just as a person seated in an amphitheater must
choose a row to sit in (one cannot sit between rows), electrons must “choose” a particular shell to
“sit” in. As in amphitheater rows, the outermost shells are hold more electrons than the inner
shells. Also, electrons tend to seek the lowest available shell, as people in an amphitheater
seek the closest seat to the center stage. The higher the shell number, the greater the energy
of the electrons in it.

The maximum number of electrons that any shell may hold is described by the equation 2n2,
where “n” is the principle quantum number. Thus, the first shell (n=1) can hold 2 electrons
the second shell (n=2) 8 electrons, and the third shell (n=3) 18 electrons. (Figure 2.6)

ot

n= 1 4
on’= 2 32
observed fill = 2 8 18 32 18 18 2

Figure 2.6: Principal quantum number n and maximum number of electrons per shell both
predicted by 2(n*), and observed. Orbitals not to scale.

Electron shells in an atom were formerly designated by letter rather than by number. The
first shell (n=1) was labeled K, the second shell (n=2) L, the third shell (n=3) M, the fourth
shell (n=4) N, the fifth shell (n=5) O, the sixth shell (n=6) P, and the seventh shell (n=7) Q.

Angular Momentum Quantum Number: A shell, is composed of subshells. One might
be inclined to think of subshells as simple subdivisions of shells, as lanes dividing a road.
The subshells are much stranger. Subshells are regions of space where electron “clouds” are
allowed to exist, and different subshells actually have different shapes. The first subshell
is shaped like a sphere, (Figure 2.7(s) ) which makes sense when visualized as a cloud of
electrons surrounding the atomic nucleus in three dimensions. The second subshell, however,
resembles a dumbbell, comprised of two “lobes” joined together at a single point near the atom’s
center. (Figure 2.7(p) ) The third subshell typically resembles a set of four “lobes” clustered
around the atom’s nucleus. These subshell shapes are reminiscent of graphical depictions of
radio antenna signal strength, with bulbous lobe-shaped regions extending from the antenna
in various directions. (Figure 2.7(d) )

Valid angular momentum quantum numbers are positive integers like principal quantum
numbers, but also include zero. These quantum numbers for electrons are symbolized by the
letter 1. The number of subshells in a shell is equal to the shell’s principal quantum num-
ber. Thus, the first shell (n=1) has one subshell, numbered 0; the second shell (n=2) has two
subshells, numbered 0 and 1; the third shell (n=3) has three subshells, numbered 0, 1, and 2.
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An older convention for subshell description used letters rather than numbers. In this nota-
tion, the first subshell (I1=0) was designated s, the second subshell (1=1) designated p, the third
subshell (1=2) designated d, and the fourth subshell (I1=3) designated f. The letters come from
the words sharp, principal (not to be confused with the principal quantum number, n), diffuse,
and fundamental. You will still see this notational convention in many periodic tables, used to
designate the electron configuration of the atoms’ outermost, or valence, shells. (Figure 2.8)
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Figure 2.8: (a) Bohr representation of Silver atom, (b) Subshell representation of Ag with
division of shells into subshells (angular quantum number 1). This diagram implies nothing
about the actual position of electrons, but represents energy levels.

Magnetic Quantum Number: The magnetic quantum number for an electron classifies
which orientation its subshell shape is pointed. The “lobes” for subshells point in multiple
directions. These different orientations are called orbitals. For the first subshell (s; 1=0), which
resembles a sphere pointing in no “direction”, so there is only one orbital. For the second
(p; 1=1) subshell in each shell, which resembles dumbbells point in three possible directions.
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Think of three dumbbells intersecting at the origin, each oriented along a different axis in a
three-axis coordinate space.

Valid numerical values for this quantum number consist of integers ranging from -1to 1, and
are symbolized as m; in atomic physics and 1, in nuclear physics. To calculate the number of
orbitals in any given subshell, double the subshell number and add 1 (21 + 1). For example, the
first subshell (I=0) in any shell contains a single orbital, numbered 0; the second subshell (I1=1)
in any shell contains three orbitals, numbered -1, 0, and 1; the third subshell (I1=2) contains
five orbitals, numbered -2, -1, 0, 1, and 2; and so on.

Like principal quantum numbers, the magnetic quantum number arose directly from ex-
perimental evidence: The Zeeman effect, the division of spectral lines by exposing an ionized
gas to a magnetic field, hence the name “magnetic” quantum number.

Spin Quantum Number: Like the magnetic quantum number, this property of atomic
electrons was discovered through experimentation. Close observation of spectral lines revealed
that each line was actually a pair of very closely-spaced lines, and this so-called fine structure
was hypothesized to result from each electron “spinning” on an axis as if a planet. Electrons
with different “spins” would give off slightly different frequencies of light when excited. The
name “spin” was assigned to this quantum number. The concept of a spinning electron is now
obsolete, being better suited to the (incorrect) view of electrons as discrete chunks of matter
rather than as “clouds”; but, the name remains.

Spin quantum numbers are symbolized as m, in atomic physics and s, in nuclear physics.
For each orbital in each subshell in each shell, there may be two electrons, one with a spin of
+1/2 and the other with a spin of -1/2.

The physicist Wolfgang Pauli developed a principle explaining the ordering of electrons
in an atom according to these quantum numbers. His principle, called the Pauli exclusion
principle, states that no two electrons in the same atom may occupy the exact same quantum
states. That is, each electron in an atom has a unique set of quantum numbers. This limits the
number of electrons that may occupy any given orbital, subshell, and shell.

Shown here is the electron arrangement for a hydrogen atom:

subshell orbital  spin

() (m)  (my)
K shell 1
(n=1) 0 0 /, = One electron
Hydrogen

Atomic number (2) =1
(one proton in nucleus)

Spectroscopic notation: 1s*

With one proton in the nucleus, it takes one electron to electrostatically balance the atom
(the proton’s positive electric charge exactly balanced by the electron’s negative electric charge).
This one electron resides in the lowest shell (n=1), the first subshell (I=0), in the only orbital
(spatial orientation) of that subshell (m;=0), with a spin value of 1/2. A common method of
describing this organization is by listing the electrons according to their shells and subshells
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in a convention called spectroscopic notation. In this notation, the shell number is shown as an
integer, the subshell as a letter (s,p,d,f), and the total number of electrons in the subshell (all
orbitals, all spins) as a superscript. Thus, hydrogen, with its lone electron residing in the base
level, is described as 1s'.

Proceeding to the next atom (in order of atomic number), we have the element helium:

subshell orbital  spin

() (m)  (my)
K shell 0 0 -1, =<— electron
(n=1) 0 0 ', =<— electron
Helium

Atomic number (Z2) = 2
(two protons in nucleus)

Spectroscopic notation: 1s?

A helium atom has two protons in the nucleus, and this necessitates two electrons to bal-
ance the double-positive electric charge. Since two electrons — one with spin=1/2 and the other
with spin=-1/2 — fit into one orbital, the electron configuration of helium requires no additional
subshells or shells to hold the second electron.

However, an atom requiring three or more electrons will require additional subshells to
hold all electrons, since only two electrons will fit into the lowest shell (n=1). Consider the next
atom in the sequence of increasing atomic numbers, lithium:

subshell orbital  spin

(0 (m)  (my)
L shell 0 0 11, <— electron
(n=2) 2
K shell 0 0 -1, =— electron
(n=1) 0 0 11, <— electron
2
Lithium

Atomic number (Z2) = 3

Spectroscopic notation: 1s°2s’

An atom of lithium uses a fraction of the L shell’s (n=2) capacity. This shell actually has a
total capacity of eight electrons (maximum shell capacity = 2n? electrons). If we examine the
organization of the atom with a completely filled L shell, we will see how all combinations of
subshells, orbitals, and spins are occupied by electrons:
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subshell orbital  spin

0] (my) (my)
1 1 1,
1 1 ',
1 0 1, p subshell
=1
L shell 1 0 ', 6 e(lectr)ons
(n=2) 1 1 _1/2
1 -1 1/2
0 0 1, s subshell
=0
0 0 ', 2 e(lectr)ons
1
K shell 0 0 A, s ?qub%k)lell
(n=1) 0 0 1, 2 electrons
Neon

Atomic number (Z) = 10

Spectroscopic notation: 1s?2s%2p°®

Often, when the spectroscopic notation is given for an atom, any shells that are completely
filled are omitted, and the unfilled, or the highest-level filled shell, is denoted. For example,
the element neon (shown in the previous illustration), which has two completely filled shells,
may be spectroscopically described simply as 2p® rather than 1s22s?2p®. Lithium, with its K
shell completely filled and a solitary electron in the L shell, may be described simply as 2s'
rather than 1s22s!.

The omission of completely filled, lower-level shells is not just a notational convenience.
It also illustrates a basic principle of chemistry: that the chemical behavior of an element is
primarily determined by its unfilled shells. Both hydrogen and lithium have a single electron
in their outermost shells (1s' and 2s!, respectively), and this gives the two elements some
similar properties. Both are highly reactive, and reactive in much the same way (bonding to
similar elements in similar modes). It matters little that lithium has a completely filled K
shell underneath its almost-vacant L shell: the unfilled L shell is the shell that determines its
chemical behavior.

Elements having completely filled outer shells are classified as noble, and are distinguished
by almost complete non-reactivity with other elements. These elements used to be classified as
inert, when it was thought that these were completely unreactive, but are now known to form
compounds with other elements under specific conditions.

Since elements with identical electron configurations in their outermost shell(s) exhibit
similar chemical properties, Dimitri Mendeleev organized the different elements in a table
accordingly. Such a table is known as a periodic table of the elements, and modern tables follow
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this general form in Figure 2.9.

Dmitri Mendeleev, a Russian chemist, was the first to develop a periodic table of the ele-
ments. Although Mendeleev organized his table according to atomic mass rather than atomic
number, and produced a table that was not quite as useful as modern periodic tables, his de-
velopment stands as an excellent example of scientific proof. Seeing the patterns of periodicity
(similar chemical properties according to atomic mass), Mendeleev hypothesized that all el-
ements should fit into this ordered scheme. When he discovered “empty” spots in the table,
he followed the logic of the existing order and hypothesized the existence of heretofore undis-
covered elements. The subsequent discovery of those elements granted scientific legitimacy to
Mendeleev’s hypothesis, furthering future discoveries, and leading to the form of the periodic
table we use today.

This is how science should work: hypotheses followed to their logical conclusions, and ac-
cepted, modified, or rejected as determined by the agreement of experimental data to those
conclusions. Any fool may formulate a hypothesis after-the-fact to explain existing experimen-
tal data, and many do. What sets a scientific hypothesis apart from post hoc speculation is
the prediction of future experimental data yet uncollected, and the possibility of disproof as a
result of that data. To boldly follow a hypothesis to its logical conclusion(s) and dare to predict
the results of future experiments is not a dogmatic leap of faith, but rather a public test of that
hypothesis, open to challenge from anyone able to produce contradictory data. In other words,
scientific hypotheses are always“risky” due to the claim to predict the results of experiments
not yet conducted, and are therefore susceptible to disproof if the experiments do not turn out
as predicted. Thus, if a hypothesis successfully predicts the results of repeated experiments,
its falsehood is disproven.

Quantum mechanics, first as a hypothesis and later as a theory, has proven to be extremely
successful in predicting experimental results, hence the high degree of scientific confidence
placed in it. Many scientists have reason to believe that it is an incomplete theory, though,
as its predictions hold true more at micro physical scales than at macroscopic dimensions, but
nevertheless it is a tremendously useful theory in explaining and predicting the interactions
of particles and atoms.

As you have already seen in this chapter, quantum physics is essential in describing and
predicting many different phenomena. In the next section, we will see its significance in the
electrical conductivity of solid substances, including semiconductors. Simply put, nothing in
chemistry or solid-state physics makes sense within the popular theoretical framework of elec-
trons existing as discrete chunks of matter, whirling around atomic nuclei like miniature satel-
lites. It is when electrons are viewed as “wavefunctions” existing in definite, discrete states
that the regular and periodic behavior of matter can be explained.

e REVIEW:

e Electrons in atoms exist in “clouds” of distributed probability, not as discrete chunks of
matter orbiting the nucleus like tiny satellites, as common illustrations of atoms show.

e Individual electrons around an atomic nucleus seek unique “states,” described by four
quantum numbers: the Principal Quantum Number, known as the shell; the Angular
Momentum Quantum Number, known as the subshell; the Magnetic Quantum Number,
describing the orbital (subshell orientation); and the Spin Quantum Number, or simply
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spin. These states are quantized, meaning that no “in-between” conditions exist for an
electron other than those states that fit into the quantum numbering scheme.

e The Principal Quantum Number (n) describes the basic level or shell that an electron
resides in. The larger this number, the greater radius the electron cloud has from the
atom’s nucleus, and the greater that electron’s energy. Principal quantum numbers are
whole numbers (positive integers).

e The Angular Momentum Quantum Number (I) describes the shape of the electron cloud
within a particular shell or level, and is often known as the “subshell.” There are as many
subshells (electron cloud shapes) in any given shell as that shell’s principal quantum
number. Angular momentum quantum numbers are positive integers beginning at zero
and ending at one less than the principal quantum number (n-1).

e The Magnetic Quantum Number (m;) describes which orientation a subshell (electron
cloud shape) has. Subshells may assume as many different orientations as 2-times the
subshell number () plus 1, (21+1) (E.g. for 1=1, ml= -1, 0, 1) and each unique orientation
is called an orbital. These numbers are integers ranging from the negative value of the
subshell number (/) through 0 to the positive value of the subshell number.

e The Spin Quantum Number (m,) describes another property of an electron, and may be
a value of +1/2 or -1/2.

e Pauli’s Exclusion Principle says that no two electrons in an atom may share the exact
same set of quantum numbers. Therefore, no more than two electrons may occupy each
orbital (spin=1/2 and spin=-1/2), 2/+1 orbitals in every subshell, and n subshells in every
shell, and no more.

e Spectroscopic notation is a convention for denoting the electron configuration of an atom.
Shells are shown as whole numbers, followed by subshell letters (s,p,d,f), with super-
scripted numbers totaling the number of electrons residing in each respective subshell.

e An atom’s chemical behavior is solely determined by the electrons in the unfilled shells.
Low-level shells that are completely filled have little or no effect on the chemical bonding
characteristics of elements.

e Elements with completely filled electron shells are almost entirely unreactive, and are
called noble (formerly known as inert).

2.3 Valence and Crystal structure

Valence: The electrons in the outer most shell, or valence shell, are known as valence elec-
trons. These valence electrons are responsible for the chemical properties of the chemical
elements. It is these electrons which participate in chemical reactions with other elements. An
over simplified chemistry rule applicable to simple reactions is that atoms try to form a com-
plete outer shell of 8 electrons (two for the L shell). Atoms may give away a few electrons to
expose an underlying complete shell. Atoms may accept a few electrons to complete the shell.
These two processes form ions from atoms. Atoms may even share electrons among atoms in
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an attempt to complete the outer shell. This process forms molecular bonds. That is, atoms
associate to form a molecule.

For example group I elements: Li, Na, K, Cu, Ag, and Au have a single valence electron.
(Figure 2.10) These elements all have similar chemical properties. These atoms readily give
away one electron to react with other elements. The ability to easily give away an electron
makes these elements excellent conductors.

Figure 2.10: Periodic table group IA elements: Li, Na, and K, and group IB elements: Cu, Ag,
and Au have one electron in the outer, or valence, shell, which is readily donated. Inner shell
electrons: Forn=1, 2, 3, 4; 2n®> = 2, 8, 18, 32.

Group VIIA elements: Fl, Cl, Br, and I all have 7 electrons in the outer shell. These ele-
ments readily accept an electron to fill up the outer shell with a full 8 electrons. (Figure 2.11)
If these elements do accept an electron, a negative ion is formed from the neutral atom. These
elements which do not give up electrons are insulators.

0 ©©®©

Figure 2.11: Periodic table group VIIA elements: F, Cl, Br, and I with 7 valence electrons
readily accept an electron in reactions with other elements.

For example, a Cl atom accepts an electron from an Na atom to become a C1~ ion as shown in
Figure 2.12. An ion is a charged particle formed from an atom by either donating or accepting
an electron. As the Na atom donates an electron, it becomes a Na™ ion. This is how Na and Cl
atoms combine to form NaCl, table salt, which is actually NatCl~, a pair of ions. The Na*t and
Cl~ carrying opposite charges, attract one other.

Sodium chloride crystallizes in the cubic structure shown in Figure 2.16. This model is not
to scale to show the three dimensional structure. The Na™Cl~ ions are actually packed similar
to layers of stacked marbles. The easily drawn cubic crystal structure illustrates that a solid
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Figure 2.12: Neutral Sodium atom donates an electron to neutral Chlorine atom forming Na*
and CI~ ions.

crystal may contain charged particles.

Group VIIIA elements: He, Ne, Ar, Kr, Xe all have 8 electrons in the valence shell. (Figure
below) That is, the valence shell is complete meaning these elements neither donate nor accept
electrons. Nor do they readily participate in chemical reactions since group VIIIA elements
do not easily combine with other elements. In recent years chemists have forced Xe and Kr to
form a few compounds, however for the purposes of our discussion this is not applicable. These
elements are good electrical insulators and are gases at room temperature.

He Ne Ar ‘r ‘
Xe

Figure 2.13: Group VIIIA elements: He, Ne, Ar, Kr, Xe are largely unreactive since the valence
shell is complete..

Group IVA elements: C, Si, Ge, having 4 electrons in the valence shell as shown in Fig-
ure 2.14 form compounds by sharing electrons with other elements without forming ions. This
shared electron bonding is known as covalent bonding. Note that the center atom (and the
others by extension) has completed its valence shell by sharing electrons. Note that the figure
is a 2-d representation of bonding, which is actually 3-d. It is this group, IVA, that we are
interested in for its semiconducting properties.

Crystal structure: Most inorganic substances form their atoms (or ions) into an ordered
array known as a crystal. The outer electron clouds of atoms interact in an orderly manner.
Even metals are composed of crystals at the microscopic level. If a metal sample is given
an optical polish, then acid etched, the microscopic microcrystalline structure shows as in
Figure 2.15. It is also possible to purchase, at considerable expense, metallic single crystal
specimens from specialized suppliers. Polishing and etching such a specimen discloses no mi-
crocrystalline structure. Practically all industrial metals are polycrystalline. Most modern
semiconductors, on the other hand, are single crystal devices. We are primarily interested in
monocrystalline structures.

Many metals are soft and easily deformed by the various metal working techniques. The
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Figure 2.14: (a) Group IVA elements: C, Si, Ge having 4 electrons in the valence shell, (b)
complete the valence shell by sharing electrons with other elements.

@(a) @(b)

Figure 2.15: (a) Metal sample, (b) polished, (c) acid etched to show microcrystalline structure.

microcrystals are deformed in metal working. Also, the valence electrons are free to move
about the crystal lattice, and from crystal to crystal. The valence electrons do not belong to
any particular atom, but to all atoms.

The rigid crystal structure in Figure 2.16 is composed of a regular repeating pattern of
positive Na ions and negative Cl ions. Once the Na and Cl atoms have formed Na* and Cl~
ions by transferring an electron from Na to Cl, with no free electrons. Electrons are not free
to move about the crystal lattice, a difference compared with a metal. Nor are the ions free.
Ions are fixed in place within the crystal structure. Though, the ions are free to move about
if the NaCl crystal is dissolved in water. However, the crystal no longer exists. The regular,
repeating structure is gone. Evaporation of the water deposits the Na™ and Cl~ ions in the
form of new crystals as the oppositely charged ions attract each other. Ionic materials form
crystal structures due to the strong electrostatic attraction of the oppositely charged ions.

Semiconductors in Group IV also form crystals because of the tetrahedral bonding pattern
of the sp? electrons about the atom, sharing electron-pair bonds to four adjacent atoms. (Fig-
ure 2.18(a) ) More correctly the four outer electrons: two in the s-orbital, (s.) offset along the
z-axis, and two in the p-orbital (p, and p,) hybridize to form four sp? molecular orbitals. These
four electron clouds repell one another to equidistant tetrahedral spacing about the Si atom,
attracted by the positive nucleus as shown in Figure 2.17.

Every semiconductor atom, Si, Ge, or C (diamond) is chemically bonded to four other atoms
by covalent bonds, shared electron bonds. Two electrons may share an orbital if each have
opposite spin quantum numbers. Thus, an unpaired electron may share an orbital with an
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Figure 2.16: NaCl crystal having a cubic structure.
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Figure 2.17: Two s-orbital (s, ) electrons and two p-orbital (s, and s, ) electrons hybridize, (c)
forming four sp® molecular orbitals.
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electron from another atom. This corresponds to overlapping Figure 2.18(a) of the electron
clouds, or bonding. Figure 2.18 (b) is one fourth of the volume of the diamond crystal structure
unit cell shown in Figure 2.19 at the origin. The bonds are particularly strong in diamond,
decreasing in strength going down group IV to silicon, and germanium. Silicon and germanium
both form crystals with a diamond structure.

\

Figure 2.18: (a) Tetrahedral bonding of Si atom. (b) leads to 1/4 of the cubic unit cell

®)

The diamond unit cell, the basic crystal building block, in Figure 2.19 shows four atoms
(dark) bonded to four others within the volume of the cell. This is equivalent to placing one
of Figure 2.18(b) at the origin in Figure 2.19, then placing three more on adjacent faces to fill
the full cube. Six atoms fall on the middle of each of the six cube faces, showing two bonds.
The other two bonds to adjacent cubes were omitted for clarity. Out of eight cube corners, four
atoms bond to an atom within the cube. Where are the other four atoms bonded? The other
four bond to adjacent cubes of the crystal. Keep in mind that even though four corner atoms
show no bonds in the cube, all atoms within the crystal are bonded in one giant molecule. A
semiconductor crystal is built up from copies of this unit cell.

The crystal is effectively one molecule. An atom covalent bonds to four others, which in turn
bond to four others, and so on. The crystal lattice is relatively stiff resisting deformation. Few
electrons free themselves for conduction about the crystal. A property of semiconductors is that
once an electron is freed, a positively charged empty space develops which also contributes to
conduction.

e REVIEW

e Atoms try to form a complete outer, valence, shell of 8-electrons (2-electrons for the in-
nermost shell). Atoms may donate a few to expose an userlying shell of 8, accept a few to
complete a shell, or share electrons to complete a shell.

e Atoms often form ordered arrays of ions or atoms in a rigid structure known as a crystal.
e A neutral atom may form a positive ion by donating an electron.

e A neutral atom may form a negative ion by accepting an electron
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Figure 2.19: Si, Ge, and C (diamond) form interleaved face centered cube.

e The group IVA semiconductors: C, Si, Ge crystallize into a diamond structure. Each atom
in the crystal is part of a giant molecule, bonding to four other atoms.

e Most semiconductor devices are manufactured from single crystals.

2.4 Band theory of solids

Quantum physics describes the states of electrons in an atom according to the four-fold scheme
of quantum numbers. The quantum numbers describe the allowable states electrons may as-
sume in an atom. To use the analogy of an amphitheater, quantum numbers describe how
many rows and seats are available. Individual electrons may be described by the combination
of quantum numbers, like a spectator in an amphitheater assigned to a particular row and
seat.

Like spectators in an amphitheater moving between seats and rows, electrons may change
their statuses, given the presence of available spaces for them to fit, and available energy.
Since shell level is closely related to the amount of energy that an electron possesses, “leaps”
between shell (and even subshell) levels requires transfers of energy. If an electron is to move
into a higher-order shell, it requires that additional energy be given to the electron from an
external source. Using the amphitheater analogy, it takes an increase in energy for a person
to move into a higher row of seats, because that person must climb to a greater height against
the force of gravity. Conversely, an electron “leaping” into a lower shell gives up some of its
energy, like a person jumping down into a lower row of seats, the expended energy manifesting
as heat and sound.
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Not all “leaps” are equal. Leaps between different shells require a substantial exchange of
energy, but leaps between subshells or between orbitals require lesser exchanges.

When atoms combine to form substances, the outermost shells, subshells, and orbitals
merge, providing a greater number of available energy levels for electrons to assume. When
large numbers of atoms are close to each other, these available energy levels form a nearly
continuous band wherein electrons may move as illustrated in Figure 2.20

3 —_———3
p —— P 3p
Overlap
_ 3s
—3s ——3s
Single atom Five atoms Multitudes of atoms
in close proximity in close proximity

Figure 2.20: Electron band overlap in metallic elements.

It is the width of these bands and their proximity to existing electrons that determines
how mobile those electrons will be when exposed to an electric field. In metallic substances,
empty bands overlap with bands containing electrons, meaning that electrons of a single atom
may move to what would normally be a higher-level state with little or no additional energy
imparted. Thus, the outer electrons are said to be “free,” and ready to move at the beckoning
of an electric field.

Band overlap will not occur in all substances, no matter how many atoms are in close to
each other. In some substances, a substantial gap remains between the highest band contain-
ing electrons (the so-called valence band) and the next band, which is empty (the so-called
conduction band). See Figure 2.21. As a result, valence electrons are “bound” to their con-
stituent atoms and cannot become mobile within the substance without a significant amount
of imparted energy. These substances are electrical insulators.

Materials that fall within the category of semiconductors have a narrow gap between the
valence and conduction bands. Thus, the amount of energy required to motivate a valence
electron into the conduction band where it becomes mobile is quite modest. (Figure 2.22)

At low temperatures, little thermal energy is available to push valence electrons across
this gap, and the semiconducting material acts more as an insulator. at higher temperatures,
though, the ambient thermal energy becomes enough to force electrons across the gap, and the
material will increase conduction of electricity.

It is difficult to predict the conductive properties of a substance by examining the electron
configurations of its constituent atoms. Although the best metallic conductors of electricity
(silver, copper, and gold) all have outer s subshells with a single electron, the relationship
between conductivity and valence electron count is not necessarily consistent:
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Figure 2.21: Electron band separation in insulating substances.
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Figure 2.22: Electron band separation in semiconducting substances, (a) multitudes of semi-
conducting close atoms still results in a significant band gap, (b) multitudes of close metal
atoms for reference.
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Specific resistance Electron Specific resistance Electron
Element (p) at 20° Celsius configuration Element (p) at 20° Celsius configuration
Silver (Ag) 9.546 Q©mIl/ft 4d*°5s' || Molybdenum (Mo) 32.12 Q©mil/ft 4d°5s?
Copper (Cu) 10.09 Q@mil/ft 3d%%4s? Zinc (Zn) 35.49 Q@mil/ft 3d%%4s?
Gold (Au) 13.32 Qemilfft 5d%6s? Nickel (Ni) 41.69 Q©@mil/ft 3d%4s?
Aluminum (Al)  15.94 QBmil/ft 3pt Iron (Fe) 57.81 Q©mil/ft 3d%4s?
Tungsten (W)  31.76 Q@mil/ft 5d*6s? Platinum (Pt) 63.16 Q@mil/ft 5d%s!

The electron band configurations produced by compounds of different elements defies easy
association with the electron configurations of its constituent elements.

e REVIEW:

e Energy is required to remove an electron from the valence band to a higher unoccupied
band, a conduction band. More energy is required to move between shells, less between
subshells.

e Since the valence and conduction bands overlap in metals, little energy removes an elec-
tron. Metals are excellent conductors.

e The large gap between the valence and conduction bands of an insulator requires high
energy to remove an electron. Thus, insulators do not conduct.

e Semiconductors have a small non-overlapping gap between the valence and conduction
bands. Pure semiconductors are neither good insulators nor conductors. Semiconductors
are semi-conductive.

2.5 Electrons and “holes”

Pure semiconductors are relatively good insulators as compared with metals, though not nearly
as good as a true insulator like glass. To be useful in semiconductor applications, the intrinsic
semiconductor, pure undoped semiconductor must have no more than one impurity atom in 10
billion semiconductor atoms. This is analogous to a grain of salt impurity in a railroad boxcar
of sugar. Impure, or dirty semiconductors are considerably more conductive, though not as
good as metals. Why might this be? To answer that question, we must look at the electron
structure of such materials in Figure 2.23.

Figure 2.23 (a) shows four electrons in the valence shell of a semiconductor forming covalent
bonds to four other atoms. This is a flattened, easier to draw, version of Figure 2.19. All
electrons of an atom are tied up in four covalent bonds, pairs of shared electrons. Electrons are
not free to move about the crystal lattice. Thus, intrinsic, pure, semiconductors are relatively
good insulators as compared to metals.

Thermal energy may occasionally free an electron from the crystal lattice as in Figure 2.23
(b). This electron is free for conduction about the crystal lattice. When the electron was freed,
it left an empty spot with a positive charge in the crystal lattice known as a hole. This hole is
not fixed to the lattice; but, is free to move about. The free electron and hole both contribute
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Figure 2.23: (a) Intrinsic semiconductor is an insulator having a complete electron shell. (b)
However, thermal energy can create few electron hole pairs resulting in weak conduction.

to conduction about the crystal lattice. That is, the electron is free until it falls into a hole.
This is called recombination. If an external electric field is applied to the semiconductor, the
electrons and holes will conduct in opposite directions. Increasing temperature will increase
the number of electrons and holes, decreasing the resistance. This is opposite of metals, where
resistance increases with temperature by increasing the collisions of electrons with the crystal
lattice. The number of electrons and holes in an intrinsic semiconductor are equal. However,
both carriers do not necessarily move with the same velocity with the application of an external
field. Another way of stating this is that the mobility is not the same for electrons and holes.

Pure semiconductors, by themselves, are not particularly useful. Though, semiconductors
must be refined to a high level of purity as a starting point prior the addition of specific impu-
rities.

Semiconductor material pure to 1 part in 10 billion, may have specific impurities added
at approximately 1 part per 10 million to increase the number of carriers. The addition of a
desired impurity to a semiconductor is known as doping. Doping increases the conductivity of
a semiconductor so that it is more comparable to a metal than an insulator.

It is possible to increase the number of negative charge carriers within the semiconductor
crystal lattice by doping with an electron donor like Phosphorus. Electron donors, also known
as N-type dopants include elements from group VA of the periodic table: nitrogen, phosphorus,
arsenic, and antimony. Nitrogen and phosphorus are N-type dopants for diamond. Phosphorus,
arsenic, and antimony are used with silicon.

The crystal lattice in Figure 2.24 (a) contains atoms having four electrons in the outer
shell, forming four covalent bonds to adjacent atoms. This is the anticipated crystal lattice.
The addition of a phosphorus atom with five electrons in the outer shell introduces an extra
electron into the lattice as compared with the silicon atom. The pentavalent impurity forms
four covalent bonds to four silicon atoms with four of the five electrons, fitting into the lattice
with one electron left over. Note that this spare electron is not strongly bonded to the lattice as
the electrons of normal Si atoms are. It is free to move about the crystal lattice, not being bound
to the Phosphorus lattice site. Since we have doped at one part phosphorus in 10 million silicon
atoms, few free electrons were created compared with the numerous silicon atoms. However,
many electrons were created compared with the fewer electron-hole pairs in intrinsic silicon.
Application of an external electric field produces strong conduction in the doped semiconductor
in the conduction band (above the valence band). A heavier doping level produces stronger
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conduction. Thus, a poorly conducting intrinsic semiconductor has been converted into a good
electrical conductor.

electron
movement

—_—
hole movement

Figure 2.24: (a) Outer shell electron configuration of donor N-type Phosphorus, Silicon (for
reference), and acceptor P-type Boron. (b) N-type donor impurity creates free electron (c) P-
type acceptor impurity creates hole, a positive charge carrier.

It is also possible to introduce an impurity lacking an electron as compared with silicon,
having three electrons in the valence shell as compared with four for silicon. In Figure 2.24
(b), this leaves an empty spot known as a hole, a positive charge carrier. The boron atom tries
to bond to four silicon atoms, but only has three electrons in the valence band. In attempting
to form four covalent bonds the three electrons move around trying to form four bonds. This
makes the hole appear to move. Furthermore, the trivalent atom may borrow an electron from
an adjacent (or more distant) silicon atom to form four covalent bonds. However, this leaves
the silicon atom deficient by one electron. In other words, the hole has moved to an adjacent (or
more distant) silicon atom. Holes reside in the valence band, a level below the conduction band.
Doping with an electron acceptor, an atom which may accept an electron, creates a deficiency of
electrons, the same as an excess of holes. Since holes are positive charge carriers, an electron
acceptor dopant is also known as a P-type dopant. The P-type dopant leaves the semiconductor
with an excess of holes, positive charge carriers. The P-type elements from group IITA of the
periodic table include: boron, aluminum, gallium, and indium. Boron is used as a P-type
dopant for silicon and diamond semiconductors, while indium is used with germanium.

The “marble in a tube” analogy to electron conduction in Figure 2.25 relates the movement
of holes with the movement of electrons. The marble represent electrons in a conductor, the
tube. The movement of electrons from left to right as in a wire or N-type semiconductor is
explained by an electron entering the tube at the left forcing the exit of an electron at the right.
Conduction of N-type electrons in the conduction band. Compare that with the movement of a
hole in the valence band.

For a hole to enter at the left of Figure 2.25 (b), an electron must be removed. Moving a
hole left to right, the electron must be moved right to left. The first electron is ejected from
the left end of the tube so that the hole may move to the right into the tube. The electron is
moving in the opposite direction of the positive hole. As the hole moves farther to the right,
electrons must move left to accommodate the hole. The hole is the absence of an electron in
the valence band due to P-type doping. It has a localized positive charge. To move the hole in
a given direction, the valence electrons move in the opposite direction.

Electron flow in an N-type semiconductor is similar to electrons moving in a metallic wire.
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Figure 2.25: Marble in a tube analogy: (a) Electrons move right in the conduction band as
electrons enter tube. (b) Hole moves right in the valence band as electrons move left.

The N-type dopant atoms will yield electrons available for conduction. These electrons, due
to the dopant are known as majority carriers, for they are in the majority as compared to the
very few thermal holes. If an electric field is applied across the N-type semiconductor bar in
Figure 2.26 (a), electrons enter the negative (left) end of the bar, traverse the crystal lattice,
and exit at right to the (+) battery terminal.

|

(a) N-type

(b) P-type

Figure 2.26: (a) N-type semiconductor with electrons moving left to right through the crystal
lattice. (b) P-semiconductor with holes moving left to right, which corresponds to electrons
moving in the opposite direction.

Current flow in a P-type semiconductor is a little more difficult to explain. The P-type
dopant, an electron acceptor, yields localized regions of positive charge known as holes. The
majority carrier in a P-type semiconductor is the hole. While holes form at the trivalent dopant
atom sites, they may move about the semiconductor bar. Note that the battery in Figure 2.26
(b) is reversed from (a). The positive battery terminal is connected to the left end of the P-type
bar. Electron flow is out of the negative battery terminal, through the P-type bar, returning to
the positive battery terminal. An electron leaving the positive (left) end of the semiconductor
bar for the positive battery terminal leaves a hole in the semiconductor, that may move to the
right. Holes traverse the crystal lattice from left to right. At the negative end of the bar an
electron from the battery combines with a hole, neutralizing it. This makes room for another
hole to move in at the positive end of the bar toward the right. Keep in mind that as holes move
left to right, that it is actually electrons moving in the opposite direction that is responsible for
the apparant hole movement.
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The elements used to produce semiconductors are summarized in Figure 2.27. The old-
est group IVA bulk semiconductor material germanium is only used to a limited extent today.
Silicon based semiconductors account for about 90% of commercial production of all semicon-
ductors. Diamond based semiconductors are a research and development activity with consid-
erable potential at this time. Compound semiconductors not listed include silicon germanium
(thin layers on Si wafers), silicon carbide and III-V compounds such as gallium arsenide. III-
VI compound semiconductors include: AIN, GaN, InN, AlP, AlAs, AlSb, GaP, GaAs, GaSb, InP,
InAs, InSb, Al,Ga;_,As and In,Ga;_,As. Columns II and VI of periodic table, not shown in
the figure, also form compound semiconductors.

Elemental semiconductors

C(diamond), Si, Ge
13 A 14 IVA 15 VA

B B 5|c 6 |N 7
- . Boron Carbon Nitrogen
P-type dopant for C
10.81 12.011 14.0067
2p’ 2p? 2’ N, P
N 13lsi 1alp 5 N-type dopant for C
B, AI: Ga1 In . Aluminum Silicon  |Phosphorus
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Ga 31 |Ge 32 |As 33
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-type dopant for Ge 69.723 | 7261 | 7492159 | . N-type dopant for Si, Ge
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Figure 2.27: Group IIIA P-type dopants, group IV basic semiconductor materials, and group
VA N-type dopants.

The main reason for the inclusion of the ITIA and VA groups in Figure 2.27 is to show the
dopants used with the group IVA semiconductors. Group IITA elements are acceptors, P-type
dopants, which accept electrons leaving a hole in the crystal lattice, a positive carrier. Boron
is the P-type dopant for diamond, and the most common dopant for silicon semiconductors.
Indium is the P-type dopant for germanium.

Group VA elements are donors, N-type dopants, yielding a free electron. Nitrogen and
Phosphorus are suitable N-type dopants for diamond. Phosphorus and arsenic are the most
commonly used N-type dopants for silicon; though, antimony can be used.

e REVIEW:
e Intrinsic semiconductor materials, pure to 1 part in 10 billion, are poor conductors.

e N-type semiconductor is doped with a pentavalent impurity to create free electrons. Such
a material is conductive. The electron is the majority carrier.

e P-type semiconductor, doped with a trivalent impurity, has an abundance of free holes.
These are positive charge carriers. The P-type material is conductive. The hole is the
majority carrier
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e Most semiconductors are based on elements from group IVA of the periodic table, silicon
being the most prevalent. Germanium is all but obsolete. Carbon (diamond) is being
developed.

e Compound semiconductors such as silicon carbide (group IVA) and gallium arsenide (group
II1-V) are widely used.

2.6 The P-N junction

If a block of P-type semiconductor is placed in contact with a block of N-type semiconductor in
Figure 2.28(a), the result is of no value. We have two conductive blocks in contact with each
other, showing no unique properties. The problem is two separate and distinct crystal bodies.
The number of electrons is balanced by the number of protons in both blocks. Thus, neither
block has any net charge.

However, a single semiconductor crystal manufactured with P-type material at one end and
N-type material at the other in Figure 2.28 (b) has some unique properties. The P-type material
has positive majority charge carriers, holes, which are free to move about the crystal lattice.
The N-type material has mobile negative majority carriers, electrons. Near the junction, the
N-type material electrons diffuse across the junction, combining with holes in P-type material.
The region of the P-type material near the junction takes on a net negative charge because
of the electrons attracted. Since electrons departed the N-type region, it takes on a localized
positive charge. The thin layer of the crystal lattice between these charges has been depleted
of majority carriers, thus, is known as the depletion region. It becomes nonconductive intrinsic
semiconductor material. In effect, we have nearly an insulator separating the conductive P an
N doped regions.

no charge
separation

AT AR

electron / L crystal lattice — intrinsic
hole charge
(@) separation

Figure 2.28: (a) Blocks of P and N semiconductor in contact have no exploitable properties. (b)
Single crystal doped with P and N type impurities develops a potential barrier.

This separation of charges at the PN junction constitutes a potential barrier. This potential
barrier must be overcome by an external voltage source to make the junction conduct. The
formation of the junction and potential barrier happens during the manufacturing process.
The magnitude of the potential barrier is a function of the materials used in manufacturing.
Silicon PN junctions have a higher potential barrier than germanium junctions.
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In Figure 2.29(a) the battery is arranged so that the negative terminal supplies electrons
to the N-type material. These electrons diffuse toward the junction. The positive terminal
removes electrons from the P-type semiconductor, creating holes that diffuse toward the junc-
tion. If the battery voltage is great enough to overcome the junction potential (0.6V in Si),
the N-type electrons and P-holes combine annihilating each other. This frees up space within
the lattice for more carriers to flow toward the junction. Thus, currents of N-type and P-type
majority carriers flow toward the junction. The recombination at the junction allows a battery
current to flow through the PN junction diode. Such a junction is said to be forward biased.

( depletion region
electrons =— .. — holes

Figure 2.29: (a) Forward battery bias repells carriers toward junction, where recombination
results in battery current. (b) Reverse battery bias attracts carriers toward battery terminals,
away from junction. Depletion region thickness increases. No sustained battery current flows.

If the battery polarity is reversed as in Figure 2.29(b) majority carriers are attracted away
from the junction toward the battery terminals. The positive battery terminal attracts N-type
electrons majority carriers away from the junction. The negative terminal attracts P-type ma-
jority carriers, holes away from the junction. This increases the thickness of the nonconducting
depletion region. There is no recombination of majority carriers; thus, no conduction. This ar-
rangement of battery polarity is called reverse bias.

The diode schematic symbol is illustrated in Figure 2.30(b) corresponding to the doped
semiconductor bar at (a). The diode is a unidirectional device. Electron current only flows in
one direction, against the arrow, corresponding to forward bias. The cathode, bar, of the diode
symbol corresponds to N-type semiconductor. The anode, arrow, corresponds to the P-type
semiconductor. To remember this relationship, Not-pointing (bar) on the symbol corresponds
to N-type semiconductor. Pointing (arrow) corresponds to P-type.

If a diode is forward biased as in Figure 2.30(a), current will increase slightly as voltage is
increased from 0 V. In the case of a silicon diode a measurable current flows when the voltage
approaches 0.6 V at (c). As the voltage is increases past 0.6 V, current increases considerably
after the knee. Increasing the voltage well beyond 0.7 V may result in high enough current to
destroy the diode. The forward voltage, V, is a characteristic of the semiconductor: 0.6 to 0.7
V for silicon, 0.2 V for germanium, a few volts for Light Emitting Diodes (LED). The forward
current ranges from a few mA for point contact diodes to 100 mA for small signal diodes to tens
or thousands of amperes for power diodes.

If the diode is reverse biased, only the leakage of the intrinsic semiconductor flows. This
is plotted to the left of the origin in Figure 2.30(c). This current will only be as high as 1 ;A
for the most extreme conditions for silicon small signal diodes. This current does not increase
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Figure 2.30: (a) PN junction, (b) Corresponding diode schematic symbol (c)Silicon Diode I vs V
characteristic curve.

appreciably with increasing reverse bias until the diode breaks down. At breakdown, the cur-
rent increases so greatly that the diode will be destroyed unless a high series resistance limits
current. We normally select a diode with a higher reverse voltage rating than any applied
voltage to prevent this. Silicon diodes are typically available with reverse break down ratings
of 50, 100, 200, 400, 800 V and higher. It is possible to fabricate diodes with a lower rating of
a few volts for use as voltage standards.

We previously mentioned that the reverse leakage current of under a uA for silicon diodes
was due to conduction of the intrinsic semiconductor. This is the leakage that can be explained
by theory. Thermal energy produces few electron hole pairs, which conduct leakage current
until recombination. In actual practice this predictable current is only part of the leakage cur-
rent. Much of the leakage current is due to surface conduction, related to the lack of cleanliness
of the semiconductor surface. Both leakage currents increase with increasing temperature, ap-
proaching a pA for small silicon diodes.

For germanium, the leakage current is orders of magnitude higher. Since germanium semi-
conductors are rarely used today, this is not a problem in practice.

e REVIEW:

e PN junctions are fabricated from a monocrystalline piece of semiconductor with both a
P-type and N-type region in proximity at a junction.

e The transfer of electrons from the N side of the junction to holes annihilated on the P side
of the junction produces a barrier voltage. This is 0.6 to 0.7 V in silicon, and varies with
other semiconductors.

e A forward biased PN junction conducts a current once the barrier voltage is overcome.
The external applied potential forces majority carriers toward the junction where recom-
binetion takes place, allowing current flow.
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e A reverse biased PN junction conducts almost no current. The applied reverse bias at-
tracts majority carriers away from the junction. This increases the thickness of the non-
conducting depletion region.

e Reverse biased PN junctions show a temperature dependent reverse leakage current.
This is less than a ;A in small silicon diodes.

2.7 Junction diodes

There were some historic crude, but useable semiconductor rectifiers before high purity materi-
als were available. Ferdinand Braun invented a lead sulfide, PbS, based point contact rectifier
in 1874. Cuprous oxide rectifiers were used as power rectifiers in 1924. The forward voltage
drop is 0.2 V. The linear characteristic curve perhaps is why Cus;O was used as a rectifier for
the AC scale on D’Arsonval based multimeters. This diode is also photosensitive.

Selenium oxide rectifiers were used before modern power diode rectifiers became available.
This and the Cu,O rectifiers were polycrystalline devices. Photoelectric cells were once made
from Selenium.

Before the modern semiconductor era, an early diode application was as a radio frequency
detector, which recovered audio from a radio signal. The “semiconductor” was a polycrystalline
piece of the mineral galena, lead sulfide, PbS. A pointed metallic wire known as a cat whisker
was brought in contact with a spot on a crystal within the polycrystalline mineral. (Figure 2.31)
The operator labored to find a “sensitive” spot on the galena by moving the cat whisker about.
Presumably there were P and N-type spots randomly distributed throughout the crystal due
to the variability of uncontrolled impurities. Less often the mineral iron pyrites, fools gold,
was used, as was the mineral carborundum, silicon carbide, SiC.. Another detector, part of a
foxhole radio, consisted of a sharpened pencil lead bound to a bent safety pin, touching a rusty
blue-blade disposable razor blade. These all required searching for a sensitive spot, easily lost
because of vibration.

Replacing the mineral with an N-doped semiconductor (Figure 2.32(a) ) makes the whole
surface sensitive, so that searching for a sensitive spot was no longer required. This device was
perfected by G.W.Pickard in 1906. The pointed metal contact produced a localized P-type region
within the semiconductor. The metal point was fixed in place, and the whole point contact diode
encapsulated in a cylindrical body for mechanical and electrical stability. (Figure 2.32(d) ) Note
that the cathode bar on the schematic corresponds to the bar on the physical package.

Silicon point contact diodes made an important contribution to radar in World War II, de-
tecting giga-hertz radio frequency echo signals in the radar receiver.. The concept to be made
clear is that the point contact diode preceded the junction diode and modern semiconductors
by several decades. Even to this day, the point contact diode is a practical means of microwave
frequency detection because of its low capacitance. Germanium point contact diodes were once
more readily available than they are today, being preferred for the lower 0.2 V forward voltage
in some applications like self-powered crystal radios. Point contact diodes, though sensitive to
a wide bandwidth,, have a low current capability compared with junction diodes..

Most diodes today are silicon junction diodes. The cross-section in Figure 2.32(b) looks a
bit more complex than a simple PN junction; though, it is still a PN junction. Starting at the
cathode connection, the N indicates this region is heavily doped, having nothing to do with



2.7. JUNCTION DIODES 59

(=

Figure 2.31: Crystal detector

Anode Anode

Anode

) Y
— Cathode"
(@) (b) (©) (d)

Cathode Cathode

Figure 2.32: Silicon diode cross-section: (a) point contact diode, (b) junction diode, (c) schematic
symbol, (d) small signal diode package.
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polarity. This reduces the series resistance of the diode. The N~ region is lightly doped as
indicated by the (-). Light doping produces a diode with a higher reverse breakdown voltage,
important for high voltage power rectifier diodes. Lower voltage diodes, even low voltage power
rectifiers, would have lower forward losses with heavier doping. The heaviest level of doping
produce zener diodes designed for a low reverse breakdown voltage. However, heavy doping
increases the reverse leakage current. The PT region at the anode contact is heavily doped
P-type semiconductor, a good contact strategy. Glass encapsulate small signal junction diodes
are capable of 10’s to 100’s of mA of current. Plastic or ceramic encapsulated power rectifier
diodes handle to 1000’s of amperes of current.

e REVIEW:

e Point contact diodes have superb high frequency characteristics, useable well into the
microwave frequencies.

e Junction diodes range in size from small signal diodes to power rectifiers capable of 1000’s
of amperes.

e The level of doping near the junction determines the reverse breakdown voltage. Light
doping produces a high voltage diode. Heavy doping produces a lower breakdown voltage,
and increases reverse leakage current. Zener diodes have a lower breakdown voltage
because of heavy doping.

2.8 Bipolar junction transistors

The bipolar transistor (BJT) was named because its operation involves conduction by two car-
riers: electrons and holes in the same crystal. The first bipolar transistor was invented at
Bell Labs by William Shockley, Walter Brattain, and John Bardeen so late in 1947 that it
was not published until 1948. Thus, many texts differ as to the date of invention. Brattain
fabricated a germanium point contact transistor, bearing some resemblance to a point contact
diode. Within a month, Shockley had a more practical junction transistor, which we describe in
following paragraphs. They were awarded the Nobel Prize in Physics in 1956 for the transistor.

The bipolar junction transistor shown in Figure 2.33(a) is an NPN three layer semiconduc-
tor sandwich with an emitter and collector at the ends, and a base in between. It is as if a third
layer were added to a two layer diode. If this were the only requirement, we would have no
more than a pair of back-to-back diodes. In fact, it is far easier to build a pair of back-to-back
diodes. The key to the fabrication of a bipolar junction transistor is to make the middle layer,
the base, as thin as possible without shorting the outside layers, the emitter and collector. We
cannot over emphasize the importance of the thin base region.

The device in Figure 2.33(a) has a pair of junctions, emitter to base and base to collector,
and two depletion regions.

It is customary to reverse bias the base-collector junction of a bipolar junction transistor
as shown in (Figure 2.33(b). Note that this increases the width of the depletion region. The
reverse bias voltage could be a few volts to tens of volts for most transistors. There is no current
flow, except leakage current, in the collector circuit.
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Figure 2.33: (a) NPN junction bipolar transistor. (b) Apply reverse bias to collector base junc-
tion.

In Figure 2.34(a), a voltage source has been added to the emitter base circuit. Normally we
forward bias the emitter-base junction, overcoming the 0.6 V potential barrier. This is similar
to forward biasing a junction diode. This voltage source needs to exceed 0.6 V for majority
carriers (electrons for NPN) to flow from the emitter into the base becoming minority carriers
in the P-type semiconductor.

If the base region were thick, as in a pair of back-to-back diodes, all the current entering
the base would flow out the base lead. In our NPN transistor example, electrons leaving the
emitter for the base would combine with holes in the base, making room for more holes to be
created at the (+) battery terminal on the base as electrons exit.

However, the base is manufactured thin. A few majority carriers in the emitter, injected as
minority carriers into the base, actually recombine. See Figure 2.34(b). Few electrons injected
by the emitter into the base of an NPN transistor fall into holes. Also, few electrons entering
the base flow directly through the base to the positive battery terminal. Most of the emitter
current of electrons diffuses through the thin base into the collector. Moreover, modulating the
small base current produces a larger change in collector current. If the base voltage falls below
approximately 0.6 V for a silicon transistor, the large emitter-collector current ceases to flow.

In Figure 2.35 we take a closer look at the current amplification mechanism. We have an
enlarged view of an NPN junction transistor with emphasis on the thin base region. Though
not shown, we assume that external voltage sources 1) forward bias the emitter-base junction,
2) reverse bias the base-collector junction. Electrons, majority carriers, enter the emitter from
the (-) battery terminal. The base current flow corresponds to electrons leaving the base termi-
nal for the (+) battery terminal. This is but a small current compared to the emitter current.

Majority carriers within the N-type emitter are electrons, becoming minority carriers when
entering the P-type base. These electrons face four possible fates entering the thin P-type base.
A few at Figure 2.35(a) fall into holes in the base that contributes to base current flow to the
(+) battery terminal. Not shown, holes in the base may diffuse into the emitter and combine
with electrons, contributing to base terminal current. Few at (b) flow on through the base to
the (+) battery terminal as if the base were a resistor. Both (a) and (b) contribute to the very
small base current flow. Base current is typically 1% of emitter or collector current for small
signal transistors. Most of the emitter electrons diffuse right through the thin base (c) into
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Figure 2.34: NPN junction bipolar transistor with reverse biased collector-base: (a) Adding
forward bias to base-emitter junction, results in (b) a small base current and large emitter and
collector currents.
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Figure 2.35: Disposition of electrons entering base: (a) Lost due to recombination with base
holes. (b) Flows out base lead. (c) Most diffuse from emitter through thin base into base-
collector depletion region, and (d) are rapidly swept by the strong depletion region electric field
into the collector.
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the base-collector depletion region. Note the polarity of the depletion region surrounding the
electron at (d). The strong electric field sweeps the electron rapidly into the collector. The
strength of the field is proportional to the collector battery voltage. Thus 99% of the emitter
current flows into the collector. It is controlled by the base current, which is 1% of the emitter
current. This is a potential current gain of 99, the ratio of Io/Ig, also known as beta, 3.

This magic, the diffusion of 99% of the emitter carriers through the base, is only possible if
the base is very thin. What would be the fate of the base minority carriers in a base 100 times
thicker? One would expect the recombination rate, electrons falling into holes, to be much
higher. Perhaps 99%, instead of 1%, would fall into holes, never getting to the collector. The
second point to make is that the base current may control 99% of the emitter current, only if
99% of the emitter current diffuses into the collector. If it all flows out the base, no control is
possible.

Another feature accounting for passing 99% of the electrons from emitter to collector is that
real bipolar junction transistors use a small heavily doped emitter. The high concentration of
emitter electrons forces many electrons to diffuse into the base. The lower doping concentration
in the base means fewer holes diffuse into the emitter, which would increase the base current.
Diffusion of carriers from emitter to base is strongly favored.

The thin base and the heavily doped emitter help keep the emitter efficiency high, 99% for
example. This corresponds to 100% emitter current splitting between the base as 1% and the
collector as 99%. The emitter efficiency is known as a = Io/Ig.

Bipolar junction transistors are available as PNP as well as NPN devices. We present a
comparison of these two in Figure 2.36. The difference is the polarity of the base emitter diode
junctions, as signified by the direction of the schematic symbol emitter arrow. It points in
the same direction as the anode arrow for a junction diode, against electron current flow. See
diode junction, Figure 2.30. The point of the arrow and bar correspond to P-type and N-type
semiconductors, respectively. For NPN and PNP emitters, the arrow points away and toward
the base respectively. There is no schematic arrow on the collector. However, the base-collector
junction is the same polarity as the base-emitter junction compared to a diode. Note, we speak
of diode, not power supply, polarity.

(b)

Figure 2.36: Compare NPN transistor at (a) with the PNP transistor at (b). Note direction of
emitter arrow and supply polarity.

The voltage sources for PNP transistors are reversed compared with an NPN transistors
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as shown in Figure 2.36. The base-emitter junction must be forward biased in both cases. The
base on a PNP transistor is biased negative (b) compared with positive (a) for an NPN. In both
cases the base-collector junction is reverse biased. The PNP collector power supply is negative
campared with positive for an NPN transistor.

Collector Collector
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N’ (®)  Emitter .
Base Emitter Collector

N collector epitaxial layer

Base Emitter (@) (c) |P_substrate

Figure 2.37: Bipolar junction transistor: (a) discrete device cross-section, (b) schematic symbol,
(c) integrated circuit cross-section.

Note that the BJT in Figure 2.37(a) has heavy doping in the emitter as indicated by the
N notation. The base has a normal P-dopant level. The base is much thinner than the not-
to-scale cross-section shows. The collector is lightly doped as indicated by the N~ notation.
The collector needs to be lightly doped so that the collector-base junction will have a high
breakdown voltage. This translates into a high allowable collector power supply voltage. Small
signal silicon transistors have a 60-80 V breakdown voltage. Though, it may run to hundreds
of volts for high voltage transistors. The collector also needs to be heavily doped to minimize
ohmic losses if the transistor must handle high current. These contradicting requirements are
met by doping the collector more heavily at the metallic contact area. The collector near the
base is lightly doped as compared with the emitter. The heavy doping in the emitter gives the
emitter-base a low approximate 7 V breakdown voltage in small signal transistors. The heavily
doped emitter makes the emitter-base junction have zener diode like characteristics in reverse
bias.

The BJT die, a piece of a sliced and diced semiconductor wafer, is mounted collector down
to a metal case for power transistors. That is, the metal case is electrically connected to the
collector. A small signal die may be encapsulated in epoxy. In power transistors, aluminum
bonding wires connect the base and emitter to package leads. Small signal transistor dies
may be mounted directly to the lead wires. Multiple transistors may be fabricated on a single
die called an integrated circuit. Even the collector may be bonded out to a lead instead of the
case. The integrated circuit may contain internal wiring of the transistors and other integrated
components. The integrated BJT shown in (Figure ??) is much thinner than the “not to scale”
drawing. The P region isolates multiple transistors in a single die. An aluminum metalization
layer (not shown) interconnects multiple transistors and other components. The emitter region
is heavily doped, N* compared to the base and collector to improve emitter efficiency.

Discrete PNP transistors are almost as high quality as the NPN counterpart. However, in-
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tegrated PNP transistors are not nearly a good as the NPN variety within the same integrated
circuit die. Thus, integrated circuits use the NPN variety as much as possible.

e REVIEW:
e Bipolar transistors conduct current using both electrons and holes in the same device.

e Operation of a bipolar transistor as a current amplifier requires that the collector-base
junction be reverse biased and the emitter-base junction be forward biased.

e A transistor differs from a pair of back to back diodes in that the base, the center layer, is
very thin. This allows majority carriers from the emitter to diffuse as minority carriers
through the base into the depletion region of the base-collector junction, where the strong
electric field collects them.

e Emitter efficiency is improved by heavier doping compared with the collector. Emitter
efficiency: a = Io/Ig, 0.99 for small signal devices

e Current gain is 5=I-/Ig, 100 to 300 for small signal transistors.

2.9 Junction field-effect transistors

The field effect transistor was proposed by Julius Lilienfeld in US patents in 1926 and 1933
(1,900,018). Moreover, Shockley, Brattain, and Bardeen were investigating the field effect
transistor in 1947. Though, the extreme difficulties sidetracked them into inventing the bipolar
transistor instead. Shockley’s field effect transistor theory was published in 1952. However, the
materials processing technology was not mature enough until 1960 when John Atalla produced
a working device.

A field effect transistor (FET) is a unipolar device, conducting a current using only one
kind of charge carrier. If based on an N-type slab of semiconductor, the carriers are electrons.
Conversely, a P-type based device uses only holes.

At the circuit level, field effect transistor operation is simple. A voltage applied to the gate,
input element, controls the resistance of the channel, the unipolar region between the gate
regions. (Figure 2.38) In an N-channel device, this is a lightly doped N-type slab of silicon
with terminals at the ends. The source and drain terminals are analogous to the emitter and
collector, respectively, of a BJT. In an N-channel device, a heavy P-type region on both sides of
the center of the slab serves as a control electrode, the gate. The gate is analogous to the base
of a BJT.

“Cleanliness is next to godliness” applies to the manufacture of field effect transistors.
Though it is possible to make bipolar transistors outside of a clean room, it is a necessity
for field effect transistors. Even in such an environment, manufacture is tricky because of
contamination control issues. The unipolar field effect transistor is conceptually simple, but
difficult to manufacture. Most transistors today are a metal oxide semiconductor variety (later
section) of the field effect transistor contained within integrated circuits. However, discrete
JFET devices are available.

A properly biased N-channel junction field effect transistor (JFET) is shown in Figure 2.38.
The gate constitutes a diode junction to the source to drain semiconductor slab. The gate is
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Figure 2.38: Junction field effect transistor cross-section.

reverse biased. If a voltage (or an ohmmeter) were applied between the source and drain, the
N-type bar would conduct in either direction because of the doping. Neither gate nor gate bias
is required for conduction. If a gate junction is formed as shown, conduction can be controlled
by the degree of reverse bias.

Figure 2.39(a) shows the depletion region at the gate junction. This is due to diffusion of
holes from the P=type gate region into the N-type channel, giving the charge separation about
the junction, with a non-conductive depletion region at the junction. The depletion region
extends more deeply into the channel side due to the heavy gate doping and light channel
doping.

The thickness of the depletion region can be increased Figure 2.39(b) by applying moder-
ate reverse bias. This increases the resistance of the source to drain channel by narrowing
the channel. Increasing the reverse bias at (c) increases the depletion region, decreases the
channel width, and increases the channel resistance. Increasing the reverse bias Vg at (d)
will pinch-off the channel current. The channel resistance will be very high. This Vgg at
which pinch-off occurs is Vp, the pinch-off voltage. It is typically a few volts. In summation,the
channel resistance can be controlled by the degree of reverse biasing on the gate.

The source and drain are interchangeable, and the source to drain current may flow in
either direction for low level drain battery voltage (; 0.6 V). That is, the drain battery may be
replaced by a low voltage AC source. For a high drain power supply voltage, to 10’s of volts
for small signal devices, the polarity must be as indicated in Figure 2.40(a). This drain power
supply, not shown in previous figures, distorts the depletion region, enlarging it on the drain
side of the gate. This is a more correct representation for common DC drain supply voltages,
from a few to tens of volts. As drain voltage V pg is increased,the gate depletion region expands
toward the drain. This increases the length of the narrow channel, increasing its resistance
a little. We say ”a little” because large resistance changes are due to changing gate bias.
Figure 2.40(b) shows the schematic symbol for an N-channel field effect transistor compared
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Figure 2.39: N-channel JFET: (a) Depletion at gate diode. (b) Reverse biased gate diode in-
creases depletion region. (c) Increasing reverse bias enlarges depletion region. (d) Increasing
reverse bias pinches-off the S-D channel.

to the silicon cross-section at (a). The gate arrow points in the same direction as a junction
diode. The“pointing” arrow and “non-pointing” bar correspond to P and N-type semiconductors,
respectively.
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Figure 2.40: N-channel JFET electron current flow from source to drain in (a) cross-section, (b)
schematic symbol.

Figure 2.40 shows a large electron current flow from (-) battery terminal, to FET source,
out the drain, returning to the (+) battery terminal. This current flow may be controlled by
varying the gate voltage. A load in series with the battery sees an amplified version of the
changing gate voltage.

P-channel field effect transistors are also available. The channel is made of P-type material.
The gate is a heavy N-type region. All the voltage sources are reversed in the P-channel circuit
(Figure 2.41) as compared with the more popular N-channel device. Also note, the arrow points
out of the gate of the schematic symbol (b) of the P-channel field effect transistor.

As the positive gate bias voltage is increased, the resistance of the P-channel increases,
decreasing the current flow in the drain circuit.

Discrete devices are manufactured with the cross-section shown in Figure 2.42. The cross-
section, oriented so that it corresponds to the schematic symbol, is upside down with respect
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Figure 2.41: P-channel JFET: (a) N-type gate, P-type channel, reversed voltage sources com-
pared with N-channel device. (b) Note reversed gate arrow and voltage sources on schematic.

to a semiconductor wafer. That is, the gate connections are on the top of the wafer. The
gate is heavily doped, P, to diffuse holes well into the channel for a large depletion region.
The source and drain connections in this N-channel device are heavily doped, N* to lower
connection resistance. However, the channel surrounding the gate is lightly doped to allow
holes from the gate to diffuse deeply into the channel. That is the N~ region.

Drain Drain
Gate

Source
- (b)
Source Gate Drain
mam
Gate Source (c) | P_substrate

Figure 2.42: Junction field effect transistor: (a) Discrete device cross-section, (b) schematic
symbol, (c) integrated circuit device cross-section.

All three FET terminals are available on the top of the die for the integrated circuit version
so that a metalization layer (not shown) can interconnect multiple components. (Figure 2.42(c)
) Integrated circuit FET’s are used in analog circuits for the high gate input resistance.. The
N-channel region under the gate must be very thin so that the intrinsic region about the gate
can control and pinch-off the channel. Thus, gate regions on both sides of the channel are not
necessary.

The static induction field effect transistor (SIT) is a short channel device with a buried gate.
(Figure 2.43) It is a power device, as opposed to a small signal device. The low gate resistance
and low gate to source capacitance make for a fast switching device. The SIT is capable of
hundreds of amps and thousands of volts. And, is said to be capable of an incredible frequency
of 10 gHz.[24]

The Metal semiconductor field effect transistor (MESFET) is similar to a JFET except the
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Figure 2.43: Junction field effect transistor (static induction type): (a) Cross-section, (b)
schematic symbol.

Source ~ Gate Drain
Drain * | _ *7
| N
Gate
(@) Source (b) [Substrate

Figure 2.44: Metal semiconductor field effect transistor (MESFET): (a) schematic symbol, (b)
cross-section.
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gate is a schottky diode instead of a junction diode. A schottky diode is a metal rectifying
contact to a semiconductor compared with a more common ohmic contact. In Figure 2.44 the
the source and drain are heavily doped (NT). The channel is lightly doped (N~). MESFET’s
are higher speed than JFET’s. The MESET is a depletion mode device, normally on, like a
JFET. They are used as microwave power amplifiers to 30 gHz. MESFET’s can be fabricated
from silicon, gallium arsenide, indium phosphide, silicon carbide, and the diamond allotrope of
carbon.

REVIEW:

The unipolar junction field effect transistor (FET or JFET) is so called because conduction
in the channel is due to one type of carrier

The JFET source, gate, and drain correspond to the BJT’s emitter, base, and collector,
respectively.

Application of reverse bias to the gate varies the channel resistance by expanding the
gate diode depletion region.

2.10 Insulated-gate field-effect transistors (MOSFET)

The insulated-gate field-effect transistor IGFET), also known as the metal oxide field effect
transistor (MOSFET), is a derivative of the field effect transistor (FET). Today, most transis-
tors are of the MOSFET type as components of digital integrated circuits. Though discrete
BJT’s are more numerous than discrete MOSFET’s. The MOSFET transistor count within an
integrated circuit may approach the hundreds of a million. The dimensions of individual MOS-
FET devices are under a micron, decreasing every 18 months. Much larger MOSFET’s are
capable of switching nearly 100 amperes of current at low voltages; some handle nearly 1000
V at lower currents. These devices occupy a good fraction of a square centimeter of silicon.
MOSFET’s find much wider application than FET’s. However, MOSFET power devices are not
as widely used as bipolar junction transistors at this time.

The MOSFET has source, gate, and drain terminals like the FET. However, the gate lead
does not make a direct connection to the silicon compared with the case for the FET. The
MOSFET gate is a metallic or polysilicon layer atop a silicon dioxide insulator. The gate bears
a resemblance to a metal oxide semiconductor (MOS) capacitor in Figure 2.45. When charged,
the plates of the capacitor take on the charge polarity of the respective battery terminals.
The lower plate is P-type silicon from which electrons are repelled by the negative (-) battery
terminal toward the oxide, and attracted by the positive (+) top plate.. This excess of electrons
near the oxide creates an inverted (excess of electrons) channel under the oxide. This channel
is also accompanied by a depletion region isolating the channel from the bulk silicon substrate.

In Figure 2.46 (a) the MOS capacitor is placed between a pair of N-type diffusions in a P-
type substrate. With no charge on the capacitor, no bias on the gate, the N-type diffusions, the
source and drain, remain electrically isolated.

A positive bias applied to the gate, charges the capacitor (the gate). The gate atop the oxide
takes on a positive charge from the gate bias battery. The P-type substrate below the gate takes
on a negative charge. An inversion region with an excess of electrons forms below the gate
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Figure 2.45: N-channel MOS capacitor: (a) no charge, (b) charged.
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Figure 2.46: N-channel MOSFET (enhancement type): (a) 0 V gate bias, (b) positive gate bias.

oxide. This region now connects the source and drain N-type regions, forming a continuous
N-region from source to drain. Thus, the MOSFET, like the FET is a unipolar device. One
type of charge carrier is responsible for conduction. This example is an N-channel MOSFET.
Conduction of a large current from source to drain is possible with a voltage applied between
these connections. A practical circuit would have a load in series with the drain battery in
Figure 2.46 (b).

The MOSFET described above in Figure 2.46 is known as an enhancement mode MOSFET.
The non-conducting, off, channel is turned on by enhancing the channel below the gate by
application of a bias. This is the most common kind of device. The other kind of MOSFET will
not be described here. See the Insulated-gate field-effect transistor chapter for the depletion
mode device.

The MOSFET, like the FET, is a voltage controlled device. A voltage input to the gate
controls the flow of current from source to drain. The gate does not draw a continuous current.
Though, the gate draws a surge of current to charge the gate capacitance.

The cross-section of an N-channel discrete MOSFET is shown in Figure 2.47 (a). Discrete
devices are usually optimized for high power switching. The NT indicates that the source and
drain are heavily N-type doped. This minimizes resistive losses in the high current path from
source to drain. The N~ indicates light doping. The P-region under the gate, between source
and drain can be inverted by application of a positive bias voltage. The doping profile is a
cross-section, which may be laid out in a serpentine pattern on the silicon die. This greatly
increases the area, and consequently, the current handling ability.

The MOSFET schematic symbol in Figure 2.47 (b) shows a “floating” gate, indicating no
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Figure 2.47: N-channel MOSFET (enhancement type): (a) Cross-section, (b) schematic symbol.

direct connection to the silicon substrate. The broken line from source to drain indicates that
this device is off, not conducting, with zero bias on the gate. A normally “off” MOSFET is
an enhancement mode device. The channel must be enhanced by application of a bias to the
gate for conduction. The “pointing” end of the substrate arrow corresponds to P-type material,
which points toward an N-type channel, the “non-pointing” end. This is the symbol for an
N-channel MOSFET. The arrow points in the opposite direction for a P-channel device (not
shown). MOSFET’s are four terminal devices: source, gate, drain, and substrate. The substrate
is connected to the source in discrete MOSFET’s, making the packaged part a three terminal
device. MOSFET’s, that are part of an integrated circuit, have the substrate common to all
devices, unless purposely isolated. This common connection may be bonded out of the die for
connection to a ground or power supply bias voltage.
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Figure 2.48: N-channel “V-MOS” transistor: (a) Cross-section, (b) schematic symbol.

The V-MOS device in (Figure 2.48) is an improved power MOSFET with the doping profile
arranged for lower on-state source to drain resistance. VMOS takes its name from the V-shaped
gate region, which increases the cross-section area of the source-drain path. This minimizes
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losses and allows switching of higher levels of power. UMOS, a variation using a U-shaped
grove, is more reproducible in manufacture.

e REVIEW:

e MOSFET’s are unipoar conduction devices, conduction with one type of charge carrier,
like a FET, but unlike a BJT.

A MOSFET is a voltage controlled device like a FET. A gate voltage input controls the
source to drain current.

The MOSFET gate draws no continuous current, except leakage. However, a considerable
initial surge of current is required to charge the gate capacitance.

2.11 Thyristors

Thyristors are a broad classification of bipolar-conducting semiconductor devices having four
(or more) alternating N-P-N-P layers. Thyristors include: silicon controlled rectifier (SCR),
TRIAC, gate turn off switch (GTO), silicon controlled switch (SCS), AC diode (DIAC), unijunc-
tion transistor (UJT), programmable unijunction transistor (PUT). Only the SCR is examined
in this section; though the GTO is mentioned.

Shockley proposed the four layer diode thyristor in 1950. It was not realized until years
later at General Electric. SCR’s are now available to handle power levels spanning watts
to megawatts. The smallest devices, packaged like small-signal transistors, switch 100’s of
milliamp at near 100 VAC. The largest packaged devices are 172 mm in diameter, switching
5600 Amps at 10,000 VAC. The highest power SCR’s may consist of a whole semiconductor
wafer several inches in diameter (100’s of mm).

Anode Anode
N
+
Gate N Gate
@) Cathode (b) Cathode

Figure 2.49: Silicon controlled rectifier (SCR): (a) doping profile, (b) BJT equivalent circuit.

The silicon controlled rectifier is a four layer diode with a gate connection as in Figure 2.49
(a). When turned on, it conducts like a diode, for one polarity of current. If not triggered on,
it is nonconducting. Operation is explained in terms of the compound connected transistor
equivalent in Figure 2.49 (b). A positive trigger signal is applied between the gate and cathode
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terminals. This causes the NPN equivalent transistor to conduct. The collector of the con-
ducting NPN transistor pulls low, moving the PNP base toward of its collector voltage, which
causes the PNP to conduct. The collector of the conducting PNP pulls high, moving the NPN
base in the direction of its collector. This positive feedback (regeneration) reinforces the NPN’s
already conducting state. Moreover, the NPN will now conduct even in the absence of a gate
signal. Once an SCR conducts, it continues for as long as a positive anode voltage is present.
For the DC battery shown, this is forever. However, SCR’s are most often used with an alter-
nating current or pulsating DC supply. Conduction ceases with the expiration of the positive
half of the sinewave at the anode. Moreover, most practical SCR circuits depend on the AC
cycle going to zero to cutoff or commutate the SCR.

Figure 2.50 (a) shows the doping profile of an SCR. Note that the cathode, which corre-
sponds to an equivalent emitter of an NPN transistor is heavily doped as N indicates. The
anode is also heavily doped (P*). It is the equivalent emitter of a PNP transistor. The two
middle layers, corresponding to base and collector regions of the equivalent transistors, are
less heavily doped: N~ and P. This profile in high power SCR’s may be spread across a whole
semiconductor wafer of substantial diameter.

Anode

schematic symbols

Anode Anode
N
Gate Gate
Cathode Cathode
SCR GTO
(@) (b) (c)

Gate Cathode

Figure 2.50: Thyristors: (a) Cross-section, (b) silicon controlled rectifier (SCR) symbol, (c) gate
turn-off thyristor (GTO) symbol.

The schematic symbols for an SCR and GTO are shown in Figures 2.50 (b &c). The basic
diode symbol indicates that cathode to anode conduction is unidirectional like a diode. The
addition of a gate lead indicates control of diode conduction. The gate turn off switch (GTO)
has bidirectional arrows about the gate lead, indicating that the conduction can be disabled by
a negative pulse, as well as initiated by a positive pulse.

In addition to the ubiquitous silicon based SCR’s, experimental silicon carbide devices have
been produced. Silicon carbide (SiC) operates at higher temperatures, and is more conductive
of heat than any metal, second to diamond. This should allow for either physically smaller or
higher power capable devices.

e REVIEW:

e SCR’s are the most prevalent member of the thyristor four layer diode family.
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e A positive pulse applied to the gate of an SCR triggers it into conduction. Conduction
continues even if the gate pulse is removed. Conduction only ceases when the anode to
cathode voltage drops to zero.

e SCR’s are most often used with an AC supply (or pulsating DC) because of the continuous
conduction.

e A gate turn off switch (GTO) may be turned off by application of a negative pulse to the
gate.

e SCR’s switch megawatts of power, up to 5600 A and 10,000 V.

2.12 Semiconductor manufacturing techniques

The manufacture of only silicon based semiconductors is described in this section; most semi-
conductors are silicon. Silicon is particularly suitable for integrated circuits because it readily
forms an oxide coating, useful in patterning integrated components like transistors.

Silicon is the second most common element in the Earth’s crust in the form of silicon dioxide,
Si0,, otherwise known as silica sand. Silicon is freed from silicon dioxide by reduction with
carbon in an electric arc furnace

Si0, + C = COy+ Si

Such metalurgical grade silicon is suitable for use in silicon steel transformer laminations,
but not nearly pure enough for semiconductor applications. Conversion to the chloride SiCly
(or SiHCIl3) allows purification by fractional distillation. Reduction by ultrapure zinc or mag-
nesium yields sponge silicon, requiring further purification. Or, thermal decomposition on a
hot polycrystalline silicon rod heater by hydrogen yields ultra pure silicon.

Si + 3HCI = SiHCI; + H,
SiHCI3 + H2 = Si + 3HCI2

The polycrystalline silicon is melted in a fused silica crucible heated by an induction heated
graphite suceptor. The graphite heater may alternately be directly driven by a low voltage
at high current. In the Czochralski process, the silicon melt is solidified on to a pencil sized
monocrystal silicon rod of the desired crystal lattice orientation. (Figure 2.51) The rod is ro-
tated and pulled upward at a rate to encourage the diameter to expand to several inches. Once
this diameter is attained, the boule is automatically pulled at a rate to maintain a constant
diameter to a length of a few feet. Dopants may be added to the crucible melt to create, for
example, a P-type semiconductor. The growing apparatus is enclosed within an inert atmo-
sphere.

The finished boule is ground to a precise final diameter, and the ends trimmed. The boule
is sliced into wafers by an inside diameter diamond saw. The wafers are ground flat and
polished. The wafers could have an N-type epitaxial layer grown atop the wafer by thermal
deposition for higher quality. Wafers at this stage of manufacture are delivered by the silicon
wafer manufacturer to the semiconductor manufacturer.

The processing of semiconductors involves photo lithography, a process for making metal
lithographic printing plates by acid etching. The electronics based version of this is the pro-
cessing of copper printed circuit boards. This is reviewed in Figure 2.53 as an easy introduction
to the photo lithography involved in semiconductor processing.
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Figure 2.51: Czochralski monocrystalline silicon growth.
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Figure 2.52: Silicon boule is diamond sawed into wafers.
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Figure 2.53: Processing of copper printed circuit boards is similar to the photo lithographic
steps of semiconductor processing.

We start with a copper foil laminated to an epoxy fiberglass board in Figure 2.53 (a). We
also need positive artwork with black lines corresponding to the copper wiring lines and pads
that are to remain on the finished board. Positive artwork is required because positive acting
resist is used. Though, negative resist is available for both circuit boards and semiconductor
processing. At (b) the liquid positive photo resist is applied to the copper face of the printed
circuit board (PCB). It is allowed to dry and may be baked in an oven. The artwork may be
a plastic film positive reproduction of the original artwork scaled to the required size. The
artwork is placed in contact with the circuit board under a glass plate at (¢). The board is
exposed to ultraviolet light (d) to form a latent image of softened photo resist. The artwork is
removed (e) and the softened resist washed away by an alkaline solution (f). The rinsed and
dried (baked) circuit board has a hardened resist image atop the copper lines and pads that
are to remain after etching. The board is immersed in the etchant (g) to remove copper not
protected by hardened resist. The etched board is rinsed and the resist removed by a solvent.

The major difference in the patterning of semiconductors is that a silicon dioxide layer atop
the wafer takes the place of the resist during the high temperature processing steps. Though,
the resist is required in low temperature wet processing to pattern the silicon dioxide.

An N-type doped silicon wafer in Figure 2.54 (a) is the starting material in the manufacture
of semiconductor junctions. A silicon dioxide layer (b) is grown atop the wafer in the presence
of oxygen or water vapor at high temperature (over 1000° C in a diffusion furnace. A pool
of resist is applied to the center of the cooled wafer, then spun in a vacuum chuck to evenly
distribute the resist. The baked on resist (c) has a chrome on glass mask applied to the wafer
at (d). This mask contains a pattern of windows which is exposed to ultraviolet light (e).

After the mask is removed in Figure 2.54 (f), the positive resist can be developed (g) in
an alkaline solution, opening windows in the UV softened resist. The purpose of the resist is
to protect the silicon dioxide from the hydrofluoric acid etch (h), leaving only open windows
corresponding to the mask openings. The remaining resist (i) is stripped from the wafer before
returning to the diffusion furnace. The wafer is exposed to a gaseous P-type dopant at high
temperature in a diffusion furnace (j). The dopant only diffuses into the silicon through the
openings in the silicon dioxide layer. Each P-diffusion through an opening produces a PN
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Figure 2.54: Manufacture of a silicon diode junction.

junction. If diodes were the desired product, the wafer would be diamond scribed and broken
into individual diode chips. However, the whole wafer may be processed further into bipolar
junction transistors.

To convert the diodes into transistors, a small N-type diffusion in the middle of the exist-
ing P-region is required. Repeating the previous steps with a mask having smaller openings
accomplishes this. Though not shown in Figure 2.54 (j), an oxide layer was probably formed in
that step during the P-diffusion. The oxide layer over the P-diffusion is shown in Figure 2.55
(k). Positive photo resist is applied and dried (1). The chrome on glass emitter mask is applied
(m), and UV exposed (n). The mask is removed (0). The UV softened resist in the emitter
opening is removed with an alkaline solution (p). The exposed silicon dioxide is etched away
with hydrofluoric acid (HF) at (q)

After the unexposed resist is stripped from the wafer (r), it is placed in a diffusion furnace
(Figure 2.55 (s) for high temperature processing. An N-type gaseous dopant, such phosphorus
oxychloride (POCI) diffuses through the small emitter window in the oxide (s). This creates
NPN layers corresponding to the emitter, base, and collector of a BJT. It is important that the
N-type emitter not be driven all the way through the P-type base, shorting the emitter and
collector. The base region between the emitter and collector also needs to be thin so that the
transistor has a useful 5. Otherwise, a thick base region could form a pair of diodes rather
than a transistor. At (t) metalization is shown making contact with the transistor regions.
This requires a repeat of the previous steps (not shown here) with a mask for contact openings
through the oxide. Another repeat with another mask defines the metalization pattern atop
the oxide and contacting the transistor regions through the openings.

The metalization could connect numerous transistors and other components into an inte-
grated circuit. Though, only one transistor is shown. The finished wafer is diamond scribed
and broken into individual dies for packaging. Fine gauge aluminum wire bonds the metalized
contacts on the die to a lead frame, which brings the contacts out of the final package.
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Figure 2.55: Manufacture of a bipolar junction transistor, continuation of Manufacture of a
silicon diode junction.

REVIEW:

Most semiconductor are based on ultra pure silicon because it forms a glass oxide atop the
wafer. This oxide can be patterned with photo lithography, making complex integrated
circuits possible.

Sausage shaped single crystals of silicon are grown by the Czochralski process, These are
diamond sawed into wafers.

The patterning of silicon wafers by photo lithography is similar to patterning copper
printed circuit boards. Photo resist is applied to the wafer, which is exposed to UV light
through a mask. The resist is developed, then the wafer is etched.

hydrofluoric acid etching opens windows in the protective silicon dioxide atop the wafer.

Exposure to gaseous dopants at high temperature produces semiconductor junctions as
defined by the openings in the silicon dioxide layer.

The photo lithography is repeated for more diffusions, contacts, and metalization.

The metalization may interconnect multiple components into an integrated circuit.
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2.13 Superconducting devices

Superconducting devices, though not widely used, have some unique characteristics not avail-
able in standard semiconductor devices. High sensitivity with respect to amplification of elec-
trical signals, detection of magnetic fields, and detection of light are prized applications. High
speed switching is also possible, though not applied to computers at this time. Conventional
superconducting devices must be cooled to within a few degrees of 0 Kelvin (-273 © C). Though,
work is proceeding at this time on high temperature superconductor based devices, useable at
90 K and below. This is significant because inexpensive liquid nitrogen may be used for cooling.

Superconductivity: Heike Onnes discovered superconductivity in mercury (Hg) in 1911,
for which he won a Nobel prize. Most metals decrease electrical resistance with decreasing
temperature. Though, most do not decrease to zero resistance as 0 Kelvin is approached.
Mercury is unique in that its resistance abruptly drops to zero Q at 4.2 K. Superconductors
lose all resistance abruptly when cooled below their critical temperature, T. A property of
superconductivity is no power loss in conductors. Current may flow in a loop of superconducting
wire for thousands of years. Super conductors include lead (Pb), aluminum, (Al), tin (Sn) and
niobium (Nb).

Cooper pair: Lossless conduction in superconductors is not by ordinary electron flow. Elec-
tron flow in normal conductors encounters opposition as collisions with the rigid ionic metal
crystal lattice. Decreasing vibrations of the crystal lattice with decreasing temperature ac-
counts for decreasing resistance— up to a point. Lattice vibrations cease at absolute zero, but
not the energy dissipating collisions of electrons with the lattice. Thus, normal conductors do
not lose all resistance at absolute zero.

Electrons in superconductors form a pair of electrons called a cooper pair, as temperature
drops below the critical temperature at which superconductivity begins. The cooper pair exists
because it is at a lower energy level than unpaired electrons. The electrons are attracted to
each other due to the exchange of phonons, very low energy particles related to vibrations. This
cooper pair, quantum mechanical entity (particle or wave) is not subject to the normal laws
of physics. This entity propagates through the lattice without encountering the metal ions
comprising the fixed lattice. Thus, it dissipates no energy. The quantum mechanical nature
of the cooper pair only allows it to exchange discrete amounts of energy, not continuously
variable amounts. An absolute minimum quantum of energy is acceptable to the cooper pair.
If the vibrational energy of the crystal lattice is less, (due to the low temperature), the cooper
pair cannot accept it, cannot be scattered by the lattice. Thus, under the critical temperature,
the cooper pairs flow unimpeded through the lattice.

Josephson junctions: Brian Josephson won a Nobel prize for his 1962 prediction of the
Josepheson junction. A Josephson junction is a pair of superconductors bridged by a thin insu-
lator, as in Figure 2.56 (b), through which electrons can tunnel. The first Josephson junctions
were lead superconductors bridged by an insulator. These days a tri-layer of aluminum and
niobium is preferred. Electrons can tunnel through the insulator even with zero voltage ap-
plied across the superconductors.

If a voltage is applied across the junction, the current decreases and oscillates at a high
frequency proportional to voltage. The relationship between applied voltage and frequency
is so precise that the standard volt is now defined in terms of Josephson junction oscillation
frequency. The Josephson junction can also serve as a hyper-sensitive detector of low level mag-
netic fields. It is also very sensitive to electromagnetic radiation from microwaves to gamma
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Figure 2.56: (a) Josephson junction, (b) Josephson transistor.

Josephson transistor: An electrode close to the oxide of the Josephson junction can in-
fluence the junction by capacitive coupling. Such an assembly in Figure 2.56 (b) is Josephson
transistor. A major feature of the Josephson transistor is low power dissipation applicable
to high density circuitry, for example, computers. This transistor is generally part of a more
complex superconducting device like a SQUID or RSFQ.

SQUID: A Superconduction quantum interference device or SQUID is an assembly of Joseph-
son junctions within a superconducting ring. The DC SQUID is only considered in this discus-
sion. This device is highly sensitive to low level magnetic fields.

A constant current bias is forced across the ring in parallel with both Josephson junctions
in Figure 2.57. The current divides equally between the two junctions in the absence of an
applied magnetic field and no voltage is developed across across the ring. [3] While any value
of Magnetic flux (®) may be applied to the SQUID, only a quantized value (a multiple of the
flux quanta) can flow through the opening in the superconducting ring.[2] If the applied flux is
not an exact multiple of the flux quanta, the excess flux is cancelled by a circulating current
around the ring which produces a fractional flux quanta. The circulating current will flow in
that direction which cancels any excess flux above a multiple of the flux quanta. It may either
add to, or subtract from the applied flux, up to +(1/2) a flux quanta. If the circulating current
flows clockwise, the current adds to the top Josepheson junction and subtracts from the lower
one. Changing applied flux linearly causes the circulating current to vary as a sinusoid.[?] This
can be measured as a voltage across the SQUID. As the applied magnetic field is increased, a
voltage pulse may be counted for each increase by a flux quanta.[ 18]

A SQUID is said to be sensitive to 1074 Tesla, It can detect the magnetic field of neural
currents in the brain at 10~ !2 Tesla. Compare this with the 30 x 1076 Tesla strength of the
Earth’s magnetic field.

Rapid single flux quantum (RSFQ): Rather than mimic silicon semiconductor circuits,
RSFQ circuits rely upon new concepts: magnetic flux quantization within a superconductor,
and movement of the flux quanta produces a picosecond quantized voltage pulse. Magnetic flux
can only exist within a section of superconductor quantized in discrete multiples. The lowest
flux quanta allowed is employed. The pulses are switched by Josephson junctions instead of
conventional transistors. The superconductors are based on a triple layer of aluminum and
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counter

Figure 2.57: Superconduction quantum interference device (SQUID): Josephson junction pair
within a superconducting ring. A change in flux produces a voltage variation across the JJ
pair.

niobium with a critical temperature of 9.5 K, cooled to 5 K.

RSQF’s operate at over 100 gHz with very little power dissipation. Manufacture is simple
with existing photolithographic techniques. Though, operation requires refrigeration down
to 5 K . Real world commercial applications include analog-to-digital and digital to analog
converters, toggle flip-flops, shift registers, memory, adders, and multipliers.[4]

High temperature superconductors: High temperature superconductors are compounds
exhibiting superconductivity above the liquid nitrogen boiling point of 77 K. This is significant
because liquid nitrogen is readily available and inexpensive. Most conventional superconduc-
tors are metals; widely used high temperature superconductors are cuprates, mixed oxides of
copper (Cu), for example YBa;Cu3O7_,, critical temperature, T, = 90 K . A list of others is
available.[22] Most of the devices described in this section are being developed in high tem-
perature superconductor versions for less critical applications. Though they do not have the
performance of the conventional metal superconductor devices, the liquid nitrogen cooling is
more available.

e REVIEW:

e Most metals decrease resistance as they approach absolute 0; though, the resistance does
not drop to 0. Superconductors experience a rapid drop to zero resistance at their critical
temperature on being cooled. Typically T. is within 10 K of absolute zero.

e A Cooper pair, electron pair, a quantum mechanical entity, moves unimpeded through the
metal crystal lattice.

e Electrons are able to tunnel through a Josephson junction, an insulating gap across a
pair of superconductors.

e The addition of a third electrode, or gate, near the junction constitutes a Josephson tran-
sistor.

e A SQUID, Superconduction quantum interference device, is an highly sensitive detector
of magnetic fields. It counts quantum units of a magnetic field within a superconducting
ring.

e RSFQ, Rapid single flux quantum is a high speed switching device based on switching
the magnetic quanta existing withing a superconducting loop.
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e High temperature superconductors, T. above liquid nitrogen boiling point, may also be
used to build the superconducting devices in this section.

2.14 Quantum devices

Most integrated circuits are digital, based on MOS (CMOS) transistors. Every couple of years
since the late 1960’s a geometry shrink has taken place, increasing the circuit density— more
circuitry at lower cost in the same space. As of this writing (2006), the MOS transistor gate
length is 65-nm for leading edge production, with 45-nm anticipated within a year. At 65-
nm leakage currents were becoming evident. At 45-nm, heroic innovations were required to
minimize this leakage. The end of shrinkage in MOS transistors is expected at 20- to 30-
nm. Though some think that 1- to 2-nm is the limit. Photolithography, or other lithographic
techniques, will continue to improve, providing ever smaller geometry. However, conventional
MOS transistors are not expected to be useable at these smaller geometries below 20- to 30-nm.
Improved photolithography will have to be applied to other than the conventional tran-
sistors, dimensions (under 20- to 30-nm). The objectional MOS leakage currents are due to
quantum mechanical effects—electron tunneling through gate oxide, and the narrow channel.
In summary, quantum mechanical effects are a hindrance to ever smaller conventional MOS
transistors. The path to ever smaller geometry devices involves unique active devices which
make practical use of quantum mechanical principles. As physical geometry becomes very
small, electrons may be treated as the quantum mechanical equivalent: a wave. Devices
making use of quantum mechanical principles include: resonant tunneling diodes, quantum
tunneling transistors, metal insulator insulator metal diodes, and quantum dot transistors.
Quantum tunneling: is the passing of electrons through an insulating barrier which is
thin compared to the de Broglie (page 31) electron wavelength. If the “electron wave” is large
compared to the barrier, there is a possibility that the wave appears on both sides of the barrier.
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Figure 2.58: Classical view of an electron surmounting a barrier, or not. Quantum mechanical
view allows an electron to tunnel through a barrier. The probability (green) is related to the
barrier thickness. After Figure 1 [21]

In classical physics, an electron must have sufficient energy to surmount a barrier. Oth-
erwise, it recoils from the barrier. (Figure 2.58) Quantum mechanics allows for a probability
of the electron being on the other side of the barrier. If treated as a wave, the electron may
look quite large compared to the thickness of the barrier. Even when treated as a wave, there
is only a small probability that it will be found on the other side of a thick barrier. See green
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portion of curve, Figure 2.58. Thinning the barrier increases the probability that the electron
is found on the other side of the barrier. [21]

Tunnel diode: The unqualified term tunnel diode refers to the esaki tunnel diode, an
early quantum device. A reverse biased diode forms a depletion region, an insulating region,
between the conductive anode and cathode. This depletion region is only thin as compared to
the electron wavelength when heavily doped— 1000 times the doping of a rectifier diode. With
proper biasing, quantum tunneling is possible. See (page 144)for details.

RTD, resonant tunneling diode: This is a quantum device not to be confused with the
Esaki tunnel diode, (page 144) , a conventional heavily doped bipolar semiconductor. Electrons
tunnel through two barriers separated by a well in flowing source to drain in a resonant tun-
neling diode. Tunneling is also known as quantum mechanical tunneling. The flow of electrons
is controlled by diode bias. This matches the energy levels of the electrons in the source to the
quantized level in the well so that electrons can tunnel through the barriers. The energy level
in the well is quantized because the well is small. When the energy levels are equal, a reso-
nance occurs, allowing electron flow through the barriers as shown in Figure 2.59 (b). No bias
or too much bias, in Figures 2.59 (a) and (c) respectively, yields an energy mismatch between
the source and the well, and no conduction.
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Figure 2.59: Resonant tunneling diode (RTD): (a) No bias, source and well energy levels not
matched, no conduction. (b) Small bias causes matched energy levels (resonance); conduction
results. (c¢) Further bias mismatches energy levels, decreasing conduction.

As bias is increased from zero across the RTD, the current increases and then decreases,
corresponding to off, on, and off states. This makes simplification of conventional transistor
circuits possible by substituting a pair of RTD’s for two transistors. For example, two back-to-
back RTD’s and a transistor form a memory cell, using fewer components, less area and power
compared with a conventional circuit. The potential application of RTD’s is to reduce the
component count, area, and power dissipation of conventional transistor circuits by replacing
some, though not all, transistors. [10] RTD’s have been shown to oscillate up to 712 gHz. [7]

Double-layer tunneling transistor: The Deltt, otherwise known as the Double-layer tun-
neling transistor is constructed of a pair of conductive wells separated by an insulator or high
band gap semiconductor. (Figure 2.60) The wells are so thin that electrons are confined to two
dimensions. These are known as jquantum wells. A pair of these quantum wells are insulated
by a thin GaAlAs, high band gap (does not easily conduct) layer. Electrons can tunnel through
the insulating layer if the electrons in the two quantum wells have the same momentum and
energy. The wells are so thin that the electron may be treated as a wave— the quantum me-
chanical duality of particles and waves. The top and optional bottom control gates may be
adjusted to equalize the energy levels (resonance) of the electrons to allow conduction from



2.14. QUANTUM DEVICES 85

source to drain. Figure 2.60, barrier diagram red bars show unequal energy levels in the wells,
an “off-state” condition. Proper biasing of the gates equalizes the energy levels of electrons in
the wells, the “on-state” condition. The bars would be at the same level in the energy level
diagram.

bottom quantum well top depletion  top quantum well
contact (drain) gate —__ contact (drain)
top gate — | | | \
= .
top quantum well GaAs | depletion
barrier tunnelingl ll GaAlAs insulator
depletion GaAs []
bottom quantum well
I | 1 |
barrier ~_bottom ~—— bottom gate (optional)
diagram depletion gate

Figure 2.60: Double-layer tunneling transistor (Deltt) is composed of two electron containing
wells separated by a nonconducting barrier. The gate voltages may be adjusted so that the
energy and momentum of the electrons in the wells are equal which permits electrons to tunnel
through the nonconductive barrier. (The energy levels are shown as unequal in the barrier
diagram.)

If gate bias is increased beyond that required for tunneling, the energy levels in the quan-
tum wells no longer match, tunneling is inhibited, source to drain current decreases. To sum-
marize, increasing gate bias from zero results in on, off, on conditions. This allows a pair of
Deltt’s to be stacked in the manner of a CMOS complementary pair; though, different p- and n-
type transistors are not required. Power supply voltage is about 100 mV. Experimental Deltt’s
have been produced which operate near 4.2 K, 77 K, and 0° C. Room temperature versions are
expected.[10] [12] [19]

MIIM diode: The metal-insulator-insulator-metal (MIIM) diode is a quantum tunneling de-
vice, not based on semiconductors. See “MIIM diode section” Figure 2.61. The insulator layers
must be thin compared to the de Broglie (page 31) electron wavelength, for quantum tunneling
to be possible. For diode action, there must be a prefered tunneling direction, resulting in a
sharp bend in the diode forward characteristic curve. The MIIM diode has a sharper forward
curve than the metal insulator metal (MIM) diode, not considered here.

The energy levels of M1 and M2 are equal in “no bias” Figure 2.61. However, (thermal)
electrons cannot flow due to the high I1 and I2 barriers. Electrons in metal M2 have a higher
energy level in “reverse bias” Figure 2.61, but still cannot overcome the isulator barrier. As
“forward bias” Figure 2.61 is increased, a quantum well, an area where electrons may exist,
is formed between the insulators. Electrons may pass through insulator I1 if M1 is bised at
the same energy level as the quantum well. A simple explanation is that the distance through
the insulators is shorter. A longer explanation is that as bias increases, the probability of
the electron wave everlapping from M1 to the quantum well increases. For a more detailed
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Figure 2.61: Metal insulator insulator metal (MIIM) diode: Cross section of diode. Energy
levels for no bias, forward bias, and reverse bias. After Figure 1 [20].

explanation see Phiar Corp. [20]

MIIM devices operate at higher frequencies (3.7 THz) than microwave transistors. [15] The
addition of a third electrode to a MIIM diode produces a transistor.

Quantum dot transistor: An isolated conductor may take on a charge, measured in
coulombs for large objects. For a nano-scale isolated conductor known as a quantum dot, the
charge is measured in electrons. A quantum dot of 1- to 3-nm may take on an incremental
charge of a single electron. This is the basis of the quantum dot transistor, also known as a
single electron transistor.

A quantum dot placed atop a thin insulator over an electron rich source is known as a single
electron box. (Figure 2.62 (a)) The energy required to transfer an electron is related to the size
of the dot and the number of electrons already on the dot.

A gate electrode above the quantum dot can adjust the energy level of the dot so that quan-
tum mechanical tunneling of an electron (as a wave) from the source through the insulator is
possible. (Figure 2.62 (b)) Thus, a single electron may tunnel to the dot.
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Figure 2.62: (a) Single electron box, an isolated quantum dot separated from an electron source
by an insulator. (b) Positive charge on the gate polarizes quantum dot, tunneling an electron
from the source to the dot. (¢) Quantum transistor: channel is replaced by quantum dot sur-

rounded by tunneling barrier.

If the quantum dot is surrounded by a tunnel barrier and embedded between the source
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and drain of a conventional FET, as in Figure 2.62 (c) , the charge on the dot can modulate the
flow of electrons from source to drain. As gate voltage increases, the source to drain current
increases, up to a point. A further increase in gate voltage decreases drain current. This is
similar to the behavior of the RTD and Deltt resonant devices. Only one kind of transistor is
required to build a complementary logic gate.[10]

Single electron transistor: If a pair of conductors, superconductors, or semiconductors
are separated by a pair tunnel barriers (insulator), surrounding a tiny conductive island, like a
quantum dot, the flow of a single charge (a Cooper pair for superconductors) may be controlled
by a gate. This is single electron transistor similar to Figure 2.62 (c). Increasing the positive
charge on the gate, allows an electron to tunnel to the island. If it is sufficiently small, the
low capacitance will cause the dot potential to rise substantially due to the single electron. No
more electrons can tunnel to the island due the electron charge. This is known at the coulomb
blockade. The electron which tunneled to the island, can tunnel to the drain.

Single electron transistors operate at near absolute zero. The exception is the graphene
single electron transistor, having a graphene island. They are all experimental devices.

Graphene transistor: Graphite, an allotrope of carbon, does not have the rigid interlock-
ing crystalline structure of diamond. None the less, it has a crystalline structure— one atom
thick, a so called two-dimensional structure. A graphite is a three-dimensional crystal. How-
ever, it cleaves into thin sheets. Experimenters, taking this to the extreme, produce micron
sized specks as thin as a single atom known as graphene. (Figure 2.63 (a)) These membranes
have unique electronic properties. Highly conductive, conduction is by either electrons or holes,
without doping of any kind. [11]

Graphene sheets may be cut into transistor structures by lithographic techniques. The
transistors bear some resemblance to a MOSFET. A gate capacitively coupled to a graphene
channel controls conduction.

As silicon transistors scale to smaller sizes, leakage increases along with power dissipation.
And they get smaller every couple of years. Graphene transistors dissipate little power. And,
they switch at high speed. Graphene might be a replacement for silicon someday.

Graphene can be fashioned into devices as small as sixty atoms wide. Graphene quan-
tum dots within a transistor this small serve as single electron transistors. Previous single
electron transistors fashioned from either superconductors or conventional semiconductors
operate near absolute zero. Graphene single electron transistors uniquely function at room
temperature.[23]

Graphene transistors are laboratory curiosities at this time. If they are to go into produc-
tion two decades from now, graphene wafers must be produced. The first step, production of
graphene by chemical vapor deposition (CVD) has been accomplished on an experimental scale.
Though, no wafers are available to date.

Carbon nanotube transistor: If a 2-D sheet of graphene is rolled, the resulting 1-D struc-
ture is known as a carbon nanotube. (Figure 2.63 (b)) The reason to treat it as 1-dimensional is
that it is highly conductive. Electrons traverse the carbon nanotube without being scattered by
a crystal lattice. Resistance in normal metals is caused by scattering of electrons by the metal-
lic crystalline lattice. If electrons avoid this scattering, conduction is said to be by ballistic
transport. Both metallic (acting) and semiconducting carbon nanotubes have been produced.
[5]

Field effect transistors may be fashioned from a carbon nanotubes by depositing source
and drain contacts on the ends, and capacitively coupling a gate to the nanotube between the



88 CHAPTER 2. SOLID-STATE DEVICE THEORY

Figure 2.63: (a) Graphene: A single sheet of the graphite allotrope of carbon. The atoms are
arranged in a hexagonal pattern with a carbon at each intersection. (b) Carbon nanotube: A
rolled-up sheet of graphene.

contacts. Both p- and n-type transistors have been fabricated. Why the interest in carbon
nanotube transistors? Nanotube semiconductors are Smaller, faster, lower power compared
with silicon transistors. [6]

Spintronics: Conventional semiconductors control the flow of electron charge, current.
Digital states are represented by “on” or “off” flow of current. As semiconductors become more
dense with the move to smaller geometry, the power that must be dissipated as heat increases
to the point that it is difficult to remove. Electrons have properties other than charge such
as spin. A tentative explanation of electron spin is the rotation of distributed electron charge
about the spin axis, analogous to diurnal rotation of the Earth. The loops of current created by
charge movement, form a magnetic field. However, the electron is more like a point charge than
a distributed charge, Thus, the rotating distributed charge analogy is not a correct explanation
of spin. Electron spin may have one of two states: up or down which may represent digital
states. More precisely the spin (m,) quantum number may be +1/2 the angular momentum (1)
quantum number. [1]

Controlling electron spin instead of charge flow considerably reduces power dissipation and
increases switching speed. Spintronics, an acronym for SPIN TRansport electrONICS, is not
widely applied because of the difficulty of generating, controlling, and sensing electron spin.
However, high density, non-volatile magnetic spin memory is in production using modified
semiconductor processes. This is related to the spin valve magnetic read head used in computer
harddisk drives, not mentioned further here.

A simple magnetic tunnel junction (MT<J) is shown in Figure 2.64 (a), consisting of a pair of
ferromagnetic, strong magnetic properties like iron (Fe), layers separated by a thin insulator.
Electrons can tunnel through a sufficiently thin insulator due to the quantum mechanical
properties of electrons— the wave nature of electrons. The current flow through the MTJ is a
function of the magnetization, spin polarity, of the ferromagnetic layers. The resistance of the
MTJ is low if the magnetic spin of the top layer is in the same direction (polarity) as the bottom
layer. If the magnetic spins of the two layers oppose, the resistance is higher. [8]

The change in resistance can be enhanced by the addition of an antiferromagnet, material
having spins aligned but opposing, below the bottom layer in Figure 2.64 (b). This bias magnet
pins the lower ferromagnetic layer spin to a single unchanging polarity. The top layer magne-
tization (spin) may be flipped to represent data by the application of an external magnetic field
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Figure 2.64: (a) Magnetic tunnel junction (MTJ): Pair of ferromagnetic layers separated by
a thin insulator. The resistance varies with the magnetization polarity of the top layer (b)
Antiferromagnetic bias magnet and pinned bottom ferromagnetic layer increases resistance
sensitivity to changes in polarity of the top ferromagnetic layer. Adapted from [8] Figure 3.

not shown in the figure. The pinned layer is not affected by external magnetic fields. Again,
the MTJ resistance is lowest when the spin of the top ferromagnetic layer is the same sense as
the bottom pinned ferromagnetic layer. [8]

The MTJ may be improved further by splitting the pinned ferromagnetic layer into two
layers separated by a buffer layer in Figure 2.65 (a). This isolates the top layer. The bottom
ferromagnetic layer is pinned by the antiferromagnet as in the previous figure. The ferromag-
netic layer atop the buffer is attracted by the bottom ferromagnetic layer. Opposites attract.
Thus, the spin polarity of the additional layer is opposite of that in the bottom layer due to
attraction. The bottom and middle ferromagnetic layers remain fixed. The top ferromagnetic
layer may be set to either spin polarity by high currents in proximate conductors (not shown).
This is how data are stored. Data are read out by the difference in current flow through the
tunnel junction. Resistance is lowest if the layers on both sides of the insulting layer are of the
same spin. [8]

An array of magnetic tunnel junctions may be embedded in a silicon wafer with conductors
connecting the top and bottom terminals for reading data bits from the MTJ’s with conven-
tional CMOS circuitry. One such MTJ is shown in Figure 2.65 (b) with the read conductors.
Not shown, another crossed array of conductors carrying heavy write currents switch the mag-
netic spin of the top ferromagnetic layer to store data. A current is applied to one of many “X”
conductors and a “Y” conductor. One MTJ in the array is magnetized under the conductors’
cross-over. Data are read out by sensing the MTJ current with conventional silicon semicon-
ductor circuitry. [9]

The main reason for interest in magnetic tunnel junction memory is that it is nonvolatile. It
does not lose data when powered “off”. Other types of nonvolatile memory are capable of only
limited storage cycles. MTJ memory is also higher speed than most semiconductor memory
types. It is now (2006) a commercial product. [17]

Not a commercial product, or even a laboratory device, is the theoretical spin transistor
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Figure 2.65: (a)Splitting the pinned ferromagnetic layer of (b) by a buffer layer improves stabil-
ity and isolates the top ferromagnetic unpinned layer. Data are stored in the top ferromagnetic
layer based on spin polarity (b) MTJ cell embedded in read lines of a semiconductor die— one
of many MTdJ’s. Adapted from [9]

which might one day make spin logic gates possible. The spin transistor is a derivative of the
theoretical spin diode.

It has been known for some time that electrons flowing through a cobalt-iron ferromagnet
become spin polarized. The ferromagnet acts as a filter passing electrons of one spin prefer-
entially. These electrons may flow into an adjacent nonmagnetic conductor (or semiconductor)
retaining the spin polarization for a short time, nano-seconds. Though, spin polarized elec-
trons may propagate a considerable distance compared with semiconductor dimensions. The
spin polarized electrons may be detected by a nickel-iron ferromagnetic layer adjacent to the
semiconductor. [1][14]

It has also been shown that electron spin polarization occurs when circularly polarized light
illuminates some semiconductor materials. Thus, it should be possible to inject spin polarized
electrons into a semiconductor diode or transistor. The interest in spin based transistors and
gates is because of the non-dissipative nature of spin propagation, compared with dissipative
charge flow. As conventional semiconductors are scaled down in size, power dissipation in-
creases. At some point the scaling down will no longer be practical. Researchers are looking
for a replacement for the conventional charge flow based transistor. That device may be based
on spintronics. [13]

e REVIEW:

e As MOS gate oxide thins with each generation of smaller transistors, excessive gate leak-
age causes unacceptable power dissipation and heating. The limit of scaling down con-
ventional semiconductor geometry is within sight.

e Resonant tunneling diode (RTD): Quantum mechanical effects, which degrade conven-
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tional semiconductors, are employed in the RTD. The flow of electrons through a suffi-
ciently thin insulator, is by the wave nature of the electron— particle wave duality. The
RTD functions as an amplifier.

e Double layer tunneling transistor (Deltt): The Deltt is a transistor version of the RTD.
Gate bias controls the ability of electrons to tunnel through a thin insulator from one
quantum well to another (source to drain).

e Quantum dot transistor: A quantum dot, capable of holding a charge, is surrounded by a
thin tunnel barrier replacing the gate of a conventional FET. The charge on the quantum
dot controls source to drain current flow.

e Spintronics: Electrons have two basic properties: charge and spin. Conventional elec-
tronic devices control the flow of charge, dissipating energy. Spintronic devices manipu-
late electron spin, a propagative, non-dissipative process.

2.15 Semiconductor devices in SPICE

The SPICE (simulation program, integrated circuit emphesis) electronic simulation program
provides circuit elements and models for semiconductors. The SPICE element names begin
with d, q, j, or m correspond to diode, BJT, JFET and MOSFET elements, respectively. These
elements are accompanied by corresponding “models” These models have extensive lists of
parameters describing the device. Though, we do not list them here. In this section we provide
a very brief listing of simple spice models for semiconductors, just enough to get started. For
more details on models and an extensive list of model parameters see Kuphaldt. [16] This
reference also gives instructions on using SPICE.

Diode: The diode statement begins with a diode element name which must begin with “d”
plus optional characters. Some example diode element names include: d1, d2, dtest, da, db,
d101, etc. Two node numbers specify the connection of the anode and cathode, respectively, to
other components. The node numbers are followed by a model name, referring to a “.model”
statement.

The model statement line begins with “.model”, followed by the model name matching one
or more diode statements. Next is a “d” indicating that a diode is being modeled. The re-
mainder of the model statement is a list of optional diode parameters of the form Parame-
terName=ParameterValue. None are shown in the example below. For a list, see reference,
“diodes”. [16]

General form: d[name] [anode] [cathode] [model]
-model [modelname] d ( [parmtrl=x] [parmtr2=y] . . .)

Example: dl 1 2 modl
-.model modl d

Models for specific diode part numbers are often furnished by the semiconductor diode man-
ufacturer. These models include parameters. Otherwise, the parameters default to so called
“default values”, as in the example.
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BJT, bipolar junction transistor: The BJT element statement begins with an element
name which must begin with “q” with associated circuit symbol designator characters, exam-
ple: q1, 92, qa, qgood. The BJT node numbers (connections) identify the wiring of the collector,
base, emitter respectively. A model name following the node numbers is associated with a
model statement.

General form: qg[name] [collector] [base] [emitter] [model]

.model [modelname] [npn or pnp] ([parmtrl=x] . . .)
Example: gql 2 3 0 modl

-model modl pnp
Example: g2 7 8 9 g2n090

.model g2n090 npn ( bf=75 )

The model statement begins with “.model”, followed by the model name, followed by one
of “npn” or “pnp”. The optional list of parameters follows, and may continue for a few lines
beginning with line continuation symbol “+”, plus. Shown above is the forward g parameter
set to 75 for the hypothetical 2n090 model. Detailed transistor models are often available
from semiconductor manufacturers.

FET, field effect transistor The field effect transistor element statement begins with an
element name beginning with “” for JFET associated with some unique characters, example:
j101, j2b, jalpha, etc. The node numbers follow for the drain, gate and source terminals, re-
spectively. The node numbers define connectivity to other circuit components. Finally, a model
name indicates the JFET model to use.

General form: j[name] [drain] [gate] [source] [model]
.model [modelname] [njf or pjf] ( [parmtri=x] . . .)

Example: j1 2 3 0 modl
-.model modl pjf
Jj3 4 5 0 mod2
-model mod2 njf ( vto=-4.0 )

The “.model” in the JFET model statement is followed by the model name to identify this
model to the JFET element statement(s) using it. Following the model name is either pjf or njf
for p-channel or n-channel JFET’s respectively. A long list of JFET parameters may follow. We
only show how to set V,,, pinch off voltage, to -4.0 V for an n-channel JFET model. Otherwise,
this vto parameter defaults to -2.5 V or 2.5V for n-channel or p-channel devices, respectively.

MOSFET, metal oxide field effect transistor The MOSFET element name must begin
with “m”, and is the first word in the element statement. Following are the four node numbers
for the drain, gate, source, and substrate, respectively. Next is the model name. Note that the
source and substrate are both connected to the same node “0” in the example. Discrete MOS-
FET’s are packaged as three terminal devices, the source and substrate are the same physical
terminal. Integrated MOSFET’s are four terminal devices; the substrate is a fourth terminal.
Integrated MOSFET’s may have numerous devices sharing the same substrate, separate from
the sources. Though, the sources might still be connected to the common substrate.

General form: m[name] [drain] [gate] [source] [substrate] [model]
.model [modelname] [nmos or pmos] ( [parmtrl=x] . . . )
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Example: ml 2 3 0 0 modl
m5 5 6 0 0 mod4
-model modl pmos
-model mod4 nmos ( vto=1 )

The MOSFET model statement begins with “.model” followed by the model name followed
by either “pmos” or “nmos”. Optional MOSFET model parameters follow. The list of possible
parameters is long. See Volume 5, “MOSFET” for details. [16] MOSFET manufacturers provide
detailed models. Otherwise, defaults are in effect.

The bare minimum semiconductor SPICE information is provided in this section. The mod-
els shown here allow simulation of basic circuits. In particular, these models do not account
for high speed or high frequency operation. Simulations are shown in the Volume 5 Chapter 7,
“Using SPICE ...”.

e REVIEW:
e Semiconductors may be computer simulated with SPICE.

e SPICE provides element statements and models for the diode, BJT, JFET, and MOSFET.

Contributors

Contributors to this chapter are listed in chronological order of their contributions, from most
recent to first. See Appendix 2 (Contributor List) for dates and contact information.

Maciej Noszczyski (December 2003): Corrected spelling of Niels Bohr’s name.

Bill Heath (September 2002): Pointed out error in illustration of carbon atom — the nucleus
was shown with seven protons instead of six.
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3.1 Introduction

A diode is an electrical device allowing current to move through it in one direction with far
greater ease than in the other. The most common kind of diode in modern circuit design is
the semiconductor diode, although other diode technologies exist. Semiconductor diodes are
symbolized in schematic diagrams such as Figure 3.1. The term “diode” is customarily reserved
for small signal devices, I < 1 A. The term rectifier is used for power devices, I > 1 A.

Figure 3.1: Semiconductor diode schematic symbol: Arrows indicate the direction of electron
current flow.

When placed in a simple battery-lamp circuit, the diode will either allow or prevent current
through the lamp, depending on the polarity of the applied voltage. (Figure 3.2)

Figure 3.2: Diode operation: (a) Current flow is permitted; the diode is forward biased. (b)
Current flow is prohibited; the diode is reversed biased.

When the polarity of the battery is such that electrons are allowed to flow through the
diode, the diode is said to be forward-biased. Conversely, when the battery is “backward” and
the diode blocks current, the diode is said to be reverse-biased. A diode may be thought of as
like a switch: “closed” when forward-biased and “open” when reverse-biased.

0ddly enough, the direction of the diode symbol’s “arrowhead” points against the direction
of electron flow. This is because the diode symbol was invented by engineers, who predomi-
nantly use conventional flow notation in their schematics, showing current as a flow of charge
from the positive (+) side of the voltage source to the negative (-). This convention holds true
for all semiconductor symbols possessing “arrowheads:” the arrow points in the permitted di-
rection of conventional flow, and against the permitted direction of electron flow.
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Hydraulic <:| / <:| |:>
check valve
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Flow permitted Flow prohibited

Figure 3.3: Hydraulic check valve analogy: (a) Electron current flow permitted. (b) Current
flow prohibited.

Diode behavior is analogous to the behavior of a hydraulic device called a check valve. A
check valve allows fluid flow through it in only one direction as in Figure 3.3.

Check valves are essentially pressure-operated devices: they open and allow flow if the
pressure across them is of the correct “polarity” to open the gate (in the analogy shown, greater
fluid pressure on the right than on the left). If the pressure is of the opposite “polarity,” the
pressure difference across the check valve will close and hold the gate so that no flow occurs.

Like check valves, diodes are essentially “pressure-” operated (voltage-operated) devices.
The essential difference between forward-bias and reverse-bias is the polarity of the voltage
dropped across the diode. Let’s take a closer look at the simple battery-diode-lamp circuit
shown earlier, this time investigating voltage drops across the various components in Fig-
ure 3.4.

Figure 3.4: Diode circuit voltage measurements: (a) Forward biased. (b) Reverse biased.

A forward-biased diode conducts current and drops a small voltage across it, leaving most
of the battery voltage dropped across the lamp. If the battery’s polarity is reversed, the diode
becomes reverse-biased, and drops all of the battery’s voltage leaving none for the lamp. If we
consider the diode to be a self-actuating switch (closed in the forward-bias mode and open in
the reverse-bias mode), this behavior makes sense. The most substantial difference is that the
diode drops a lot more voltage when conducting than the average mechanical switch (0.7 volts
versus tens of millivolts).
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This forward-bias voltage drop exhibited by the diode is due to the action of the depletion
region formed by the P-N junction under the influence of an applied voltage. If no voltage
applied is across a semiconductor diode, a thin depletion region exists around the region of the
P-N junction, preventing current flow. (Figure 3.5 (a)) The depletion region is almost devoid of
available charge carriers, and acts as an insulator:

P-type N-type ) P-N junction representation
material material

@)

I_'\ Depletion region

Anode Cathode

Schematic symbol

(b) / Stripe marks cathode

Real component appearance

(©)

Figure 3.5: Diode representations: PN-junction model, schematic symbol, physical part.

The schematic symbol of the diode is shown in Figure 3.5 (b) such that the anode (pointing
end) corresponds to the P-type semiconductor at (a). The cathode bar, non-pointing end, at (b)
corresponds to the N-type material at (a). Also note that the cathode stripe on the physical

part (c) corresponds to the cathode on the symbol.
If a reverse-biasing voltage is applied across the P-N junction, this depletion region ex-

pands, further resisting any current through it. (Figure 3.6)

Reverse-biased —Depletion region

Figure 3.6: Depletion region expands with reverse bias.

Conversely, if a forward-biasing voltage is applied across the P-N junction, the depletion
region collapses becoming thinner. The diode becomes less resistive to current through it. In



3.1. INTRODUCTION 101

order for a sustained current to go through the diode; though, the depletion region must be
fully collapsed by the applied voltage. This takes a certain minimum voltage to accomplish,
called the forward voltage as illustrated in Figure 3.7.

04V 0.7V
| I | I
o - > 15
Partial forward-biased Forward-biased \l/
» P N » P N
(@ LI Depletion region (b) Depletion region fully collapsed

Figure 3.7: Inceasing forward bias from (a) to (b) decreases depletion region thickness.

For silicon diodes, the typical forward voltage is 0.7 volts, nominal. For germanium diodes,
the forward voltage is only 0.3 volts. The chemical constituency of the P-N junction comprising
the diode accounts for its nominal forward voltage figure, which is why silicon and germanium
diodes have such different forward voltages. Forward voltage drop remains approximately
constant for a wide range of diode currents, meaning that diode voltage drop is not like that of a
resistor or even a normal (closed) switch. For most simplified circuit analysis, the voltage drop
across a conducting diode may be considered constant at the nominal figure and not related to
the amount of current.

Actually, forward voltage drop is more complex. An equation describes the exact current
through a diode, given the voltage dropped across the junction, the temperature of the junction,
and several physical constants. It is commonly known as the diode equation:
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ID — |S (quD/NkT _ l)

Where,
I = Diode current in amps

| = Saturation current in amps
(typically 1 x 102 amps)
e = Euler’s constant (~ 2.718281828)
q = charge of electron (1.6 x 10™° coulombs)

Vp = Voltage applied across diode in volts

N ="Nonideality" or "emission" coefficient
(typically between 1 and 2)

k = Boltzmann’s constant (1.38 x 102°)

T = Junction temperature in Kelvins

The term kT/q describes the voltage produced within the P-N junction due to the action of
temperature, and is called the thermal voltage, or V, of the junction. At room temperature,
this is about 26 millivolts. Knowing this, and assuming a “nonideality” coefficient of 1, we may
simplify the diode equation and re-write it as such:

ID — IS (eVD/O.OZG _l)

Where,
I, = Diode current in amps

| = Saturation currenitzin amps
(typically 1 x 10" amps)

e = Euler’s constant (~ 2.718281828)
Vp = Voltage applied across diode in volts

You need not be familiar with the “diode equation” to analyze simple diode circuits. Just
understand that the voltage dropped across a current-conducting diode does change with the
amount of current going through it, but that this change is fairly small over a wide range of
currents. This is why many textbooks simply say the voltage drop across a conducting, semi-
conductor diode remains constant at 0.7 volts for silicon and 0.3 volts for germanium. However,
some circuits intentionally make use of the P-N junction’s inherent exponential current/voltage
relationship and thus can only be understood in the context of this equation. Also, since tem-
perature is a factor in the diode equation, a forward-biased P-N junction may also be used as a
temperature-sensing device, and thus can only be understood if one has a conceptual grasp on
this mathematical relationship.

A reverse-biased diode prevents current from going through it, due to the expanded deple-
tion region. In actuality, a very small amount of current can and does go through a reverse-
biased diode, called the leakage current, but it can be ignored for most purposes. The ability
of a diode to withstand reverse-bias voltages is limited, as it is for any insulator. If the ap-
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plied reverse-bias voltage becomes too great, the diode will experience a condition known as
breakdown (Figure 3.8), which is usually destructive. A diode’s maximum reverse-bias voltage
rating is known as the Peak Inverse Voltage, or PIV, and may be obtained from the manufac-
turer. Like forward voltage, the PIV rating of a diode varies with temperature, except that
PIV increases with increased temperature and decreases as the diode becomes cooler — exactly
opposite that of forward voltage.

Ip
forward T
reverse-bias forward-bias
} VD
0.7
V
breakdown! reverse l

Figure 3.8: Diode curve: showing knee at 0.7 V forward bias for Si, and reverse breakdown.

Typically, the PIV rating of a generic “rectifier” diode is at least 50 volts at room tempera-
ture. Diodes with PIV ratings in the many thousands of volts are available for modest prices.

e REVIEW:
e A diode is an electrical component acting as a one-way valve for current.

e When voltage is applied across a diode in such a way that the diode allows current, the
diode is said to be forward-biased.

e When voltage is applied across a diode in such a way that the diode prohibits current, the
diode is said to be reverse-biased.

e The voltage dropped across a conducting, forward-biased diode is called the forward voli-
age. Forward voltage for a diode varies only slightly for changes in forward current and
temperature, and is fixed by the chemical composition of the P-N junction.

e Silicon diodes have a forward voltage of approximately 0.7 volts.
e Germanium diodes have a forward voltage of approximately 0.3 volts.

e The maximum reverse-bias voltage that a diode can withstand without “breaking down”
is called the Peak Inverse Voltage, or PIV rating.
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3.2 Meter check of a diode

Being able to determine the polarity (cathode versus anode) and basic functionality of a diode
is a very important skill for the electronics hobbyist or technician to have. Since we know
that a diode is essentially nothing more than a one-way valve for electricity, it makes sense
we should be able to verify its one-way nature using a DC (battery-powered) ohmmeter as in
Figure 3.9. Connected one way across the diode, the meter should show a very low resistance
at (a). Connected the other way across the diode, it should show a very high resistance at (b)
(“OL” on some digital meter models).

[ L

Anode * Cathode*
Cathode Anode

Figure 3.9: Determination of diode polarity: (a) Low resistance indicates forward bias, black
lead is cathode and red lead anode (for most meters) (b) Reversing leads shows high resistance
indicating reverse bias.

Of course, to determine which end of the diode is the cathode and which is the anode, you
must know with certainty which test lead of the meter is positive (+) and which is negative (-)
when set to the “resistance” or “Q)” function. With most digital multimeters I've seen, the red
lead becomes positive and the black lead negative when set to measure resistance, in accor-
dance with standard electronics color-code convention. However, this is not guaranteed for all
meters. Many analog multimeters, for example, actually make their black leads positive (+)
and their red leads negative (-) when switched to the “resistance” function, because it is easier
to manufacture it that way!

One problem with using an ohmmeter to check a diode is that the readings obtained only
have qualitative value, not quantitative. In other words, an ohmmeter only tells you which way
the diode conducts; the low-value resistance indication obtained while conducting is useless. If
an ohmmeter shows a value of “1.73 ohms” while forward-biasing a diode, that figure of 1.73
Q doesn’t represent any real-world quantity useful to us as technicians or circuit designers.
It neither represents the forward voltage drop nor any “bulk” resistance in the semiconductor
material of the diode itself, but rather is a figure dependent upon both quantities and will vary
substantially with the particular ohmmeter used to take the reading.

For this reason, some digital multimeter manufacturers equip their meters with a special
“diode check” function which displays the actual forward voltage drop of the diode in volts,
rather than a “resistance” figure in ohms. These meters work by forcing a small current
through the diode and measuring the voltage dropped between the two test leads. (Figure 3.10)
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/ ,
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*
Cathode

Figure 3.10: Meter with a “Diode check” function displays the forward voltage drop of 0.548
volts instead of a low resistance.

The forward voltage reading obtained with such a meter will typically be less than the
“normal” drop of 0.7 volts for silicon and 0.3 volts for germanium, because the current provided
by the meter is of trivial proportions. If a multimeter with diode-check function isn’t available,
or you would like to measure a diode’s forward voltage drop at some non-trivial current, the
circuit of Figure 3.11 may be constructed using a battery, resistor, and voltmeter

063

Resistor +

+ Diode

(@) (b)

Figure 3.11: Measuring forward voltage of a diode without“diode check” meter function: (a)
Schematic diagram. (b) Pictorial diagram.

Connecting the diode backwards to this testing circuit will simply result in the voltmeter
indicating the full voltage of the battery.
If this circuit were designed to provide a constant or nearly constant current through the
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diode despite changes in forward voltage drop, it could be used as the basis of a temperature-
measurement instrument, the voltage measured across the diode being inversely proportional
to diode junction temperature. Of course, diode current should be kept to a minimum to avoid
self-heating (the diode dissipating substantial amounts of heat energy), which would interfere
with temperature measurement.

Beware that some digital multimeters equipped with a “diode check” function may output
a very low test voltage (less than 0.3 volts) when set to the regular “resistance” (2) function:
too low to fully collapse the depletion region of a PN junction. The philosophy here is that
the “diode check” function is to be used for testing semiconductor devices, and the “resistance”
function for anything else. By using a very low test voltage to measure resistance, it is eas-
ier for a technician to measure the resistance of non-semiconductor components connected
to semiconductor components, since the semiconductor component junctions will not become
forward-biased with such low voltages.

Consider the example of a resistor and diode connected in parallel, soldered in place on
a printed circuit board (PCB). Normally, one would have to unsolder the resistor from the
circuit (disconnect it from all other components) before measuring its resistance, otherwise any
parallel-connected components would affect the reading obtained. When using a multimeter
which outputs a very low test voltage to the probes in the “resistance” function mode, the
diode’s PN junction will not have enough voltage impressed across it to become forward-biased,
and will only pass negligible current. Consequently, the meter “sees” the diode as an open (no
continuity), and only registers the resistor’s resistance. (Figure 3.12)

0 D D k Printed circuit board

'

Figure 3.12: Ohmmeter equipped with a low test voltage (<0.7 V) does not see diodes allowing
it to measure parallel resistors.

R1
1 kQ
D1

If such an ohmmeter were used to test a diode, it would indicate a very high resistance
(many mega-ohms) even if connected to the diode in the “correct” (forward-biased) direction.
(Figure 3.13)

Reverse voltage strength of a diode is not as easily tested, because exceeding a normal
diode’s PIV usually results in destruction of the diode. Special types of diodes, though, which
are designed to “break down” in reverse-bias mode without damage (called zener diodes), which
are tested with the same voltage source / resistor / voltmeter circuit, provided that the voltage
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Figure 3.13: Ohmmeter equipped with a low test voltage, too low to forward bias diodes, does
not see diodes.

source is of high enough value to force the diode into its breakdown region. More on this subject
in a later section of this chapter.

e REVIEW:

e An ohmmeter may be used to qualitatively check diode function. There should be low
resistance measured one way and very high resistance measured the other way. When
using an ohmmeter for this purpose, be sure you know which test lead is positive and
which is negative! The actual polarity may not follow the colors of the leads as you might
expect, depending on the particular design of meter.

e Some multimeters provide a “diode check” function that displays the actual forward volt-
age of the diode when its conducting current. Such meters typically indicate a slightly
lower forward voltage than what is “nominal” for a diode, due to the very small amount
of current used during the check.

3.3 Diode ratings

In addition to forward voltage drop (V) and peak inverse voltage (PIV), there are many other
ratings of diodes important to circuit design and component selection. Semiconductor manu-
facturers provide detailed specifications on their products — diodes included — in publications
known as datasheets. Datasheets for a wide variety of semiconductor components may be
found in reference books and on the internet. I prefer the internet as a source of component
specifications because all the data obtained from manufacturer websites are up-to-date.

A typical diode datasheet will contain figures for the following parameters:

Maximum repetitive reverse voltage = Vggys, the maximum amount of voltage the diode
can withstand in reverse-bias mode, in repeated pulses. Ideally, this figure would be infinite.

Maximum DC reverse voltage = Vg or Vo, the maximum amount of voltage the diode can
withstand in reverse-bias mode on a continual basis. Ideally, this figure would be infinite.
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Maximum forward voltage = Vr, usually specified at the diode’s rated forward current. Ide-
ally, this figure would be zero: the diode providing no opposition whatsoever to forward current.
In reality, the forward voltage is described by the “diode equation.”

Maximum (average) forward current = I(4y), the maximum average amount of current
the diode is able to conduct in forward bias mode. This is fundamentally a thermal limitation:
how much heat can the PN junction handle, given that dissipation power is equal to current (I)
multiplied by voltage (V or E) and forward voltage is dependent upon both current and junction
temperature. Ideally, this figure would be infinite.

Maximum (peak or surge) forward current = Irsns OT if(5urge), the maximum peak amount
of current the diode is able to conduct in forward bias mode. Again, this rating is limited by the
diode junction’s thermal capacity, and is usually much higher than the average current rating
due to thermal inertia (the fact that it takes a finite amount of time for the diode to reach
maximum temperature for a given current). Ideally, this figure would be infinite.

Maximum total dissipation = Pp, the amount of power (in watts) allowable for the diode to
dissipate, given the dissipation (P=IE) of diode current multiplied by diode voltage drop, and
also the dissipation (P=I?R) of diode current squared multiplied by bulk resistance. Funda-
mentally limited by the diode’s thermal capacity (ability to tolerate high temperatures).

Operating junction temperature = T ;, the maximum allowable temperature for the diode’s
PN junction, usually given in degrees Celsius (°C). Heat is the “Achilles’ heel” of semiconductor
devices: they must be kept cool to function properly and give long service life.

Storage temperature range = Ts7, the range of allowable temperatures for storing a diode
(unpowered). Sometimes given in conjunction with operating junction temperature (T ;), be-
cause the maximum storage temperature and the maximum operating temperature ratings
are often identical. If anything, though, maximum storage temperature rating will be greater
than the maximum operating temperature rating.

Thermal resistance = R(©), the temperature difference between junction and outside air
(R(©)4) or between junction and leads (R(©);.) for a given power dissipation. Expressed in
units of degrees Celsius per watt (°C/W). Ideally, this figure would be zero, meaning that the
diode package was a perfect thermal conductor and radiator, able to transfer all heat energy
from the junction to the outside air (or to the leads) with no difference in temperature across
the thickness of the diode package. A high thermal resistance means that the diode will build
up excessive temperature at the junction (where its critical) despite best efforts at cooling the
outside of the diode, and thus will limit its maximum power dissipation.

Maximum reverse current = Ir, the amount of current through the diode in reverse-bias
operation, with the maximum rated inverse voltage applied (Vpc). Sometimes referred to as
leakage current. Ideally, this figure would be zero, as a perfect diode would block all current
when reverse-biased. In reality, it is very small compared to the maximum forward current.

Typical junction capacitance = C;, the typical amount of capacitance intrinsic to the junc-
tion, due to the depletion region acting as a dielectric separating the anode and cathode con-
nections. This is usually a very small figure, measured in the range of picofarads (pF).

Reverse recovery time = t,.., the amount of time it takes for a diode to “turn off” when the
voltage across it alternates from forward-bias to reverse-bias polarity. Ideally, this figure would
be zero: the diode halting conduction immediately upon polarity reversal. For a typical rectifier
diode, reverse recovery time is in the range of tens of microseconds; for a “fast switching” diode,
it may only be a few nanoseconds.

Most of these parameters vary with temperature or other operating conditions, and so a
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single figure fails to fully describe any given rating. Therefore, manufacturers provide graphs
of component ratings plotted against other variables (such as temperature), so that the circuit
designer has a better idea of what the device is capable of.

3.4 Rectifier circuits

Now we come to the most popular application of the diode: rectification. Simply defined,
rectification is the conversion of alternating current (AC) to direct current (DC). This involves
a device that only allows one-way flow of electrons. As we have seen, this is exactly what a
semiconductor diode does. The simplest kind of rectifier circuit is the half-wave rectifier. It
only allows one half of an AC waveform to pass through to the load. (Figure 3.14)

AC
voltage 6/

source

Figure 3.14: Half-wave rectifier circuit.

For most power applications, half-wave rectification is insufficient for the task. The har-
monic content of the rectifier’s output waveform is very large and consequently difficult to
filter. Furthermore, the AC power source only supplies power to the load once every half-cycle,
meaning that much of its capacity is unused. Half-wave rectification is, however, a very simple
way to reduce power to a resistive load. Some two-position lamp dimmer switches apply full
AC power to the lamp filament for “full” brightness and then half-wave rectify it for a lesser
light output. (Figure 3.15)
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Figure 3.15: Half-wave rectifier application: Two level lamp dimmer.

In the “Dim” switch position, the incandescent lamp receives approximately one-half the
power it would normally receive operating on full-wave AC. Because the half-wave rectified
power pulses far more rapidly than the filament has time to heat up and cool down, the lamp
does not blink. Instead, its filament merely operates at a lesser temperature than normal,
providing less light output. This principle of “pulsing” power rapidly to a slow-responding load
device to control the electrical power sent to it is common in the world of industrial electronics.
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Since the controlling device (the diode, in this case) is either fully conducting or fully noncon-
ducting at any given time, it dissipates little heat energy while controlling load power, making
this method of power control very energy-efficient. This circuit is perhaps the crudest possible
method of pulsing power to a load, but it suffices as a proof-of-concept application.

If we need to rectify AC power to obtain the full use of both half-cycles of the sine wave,
a different rectifier circuit configuration must be used. Such a circuit is called a full-wave
rectifier. One kind of full-wave rectifier, called the center-tap design, uses a transformer with a
center-tapped secondary winding and two diodes, as in Figure 3.16.

AC
voltage @
source

Figure 3.16: Full-wave rectifier, center-tapped design.

This circuit’s operation is easily understood one half-cycle at a time. Consider the first half-
cycle, when the source voltage polarity is positive (+) on top and negative (-) on bottom. At this
time, only the top diode is conducting; the bottom diode is blocking current, and the load “sees”
the first half of the sine wave, positive on top and negative on bottom. Only the top half of the
transformer’s secondary winding carries current during this half-cycle as in Figure 3.17.

« <«

Figure 3.17: Full-wave center-tap rectifier: Top half of secondary winding conducts during
positive half-cycle of input, delivering positive half-cycle to load..

During the next half-cycle, the AC polarity reverses. Now, the other diode and the other half
of the transformer’s secondary winding carry current while the portions of the circuit formerly
carrying current during the last half-cycle sit idle. The load still “sees” half of a sine wave, of
the same polarity as before: positive on top and negative on bottom. (Figure 3.18)

One disadvantage of this full-wave rectifier design is the necessity of a transformer with a
center-tapped secondary winding. If the circuit in question is one of high power, the size and
expense of a suitable transformer is significant. Consequently, the center-tap rectifier design
is only seen in low-power applications.
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Figure 3.18: Full-wave center-tap rectifier: During negative input half-cycle, bottom half of
secondary winding conducts, delivering a positive half-cycle to the load.

The full-wave center-tapped rectifier polarity at the load may be reversed by changing the
direction of the diodes. Furthermore, the reversed diodes can be paralleled with an existing
positive-output rectifier. The result is dual-polarity full-wave center-tapped rectifier in Fig-
ure 3.19. Note that the connectivity of the diodes themselves is the same configuration as a
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Figure 3.19: Dual polarity full-wave center tap rectifier

Another, more popular full-wave rectifier design exists, and it is built around a four-diode
bridge configuration. For obvious reasons, this design is called a full-wave bridge. (Figure 3.20)

|

AC
V®A voltage @

Figure 3.20: Full-wave bridge rectifier.

Current directions for the full-wave bridge rectifier circuit are as shown in Figure 3.21 for
positive half-cycle and Figure 3.22 for negative half-cycles of the AC source waveform. Note
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that regardless of the polarity of the input, the current flows in the same direction through
the load. That is, the negative half-cycle of source is a positive half-cycle at the load. The
current flow is through two diodes in series for both polarities. Thus, two diode drops of the
source voltage are lost (0.7-2=1.4 V for Si) in the diodes. This is a disadvantage compared with
a full-wave center-tap design. This disadvantage is only a problem in very low voltage power
supplies.

Figure 3.22: Full-wave bridge rectifier: Electron flow for negative half=cycles.

Remembering the proper layout of diodes in a full-wave bridge rectifier circuit can often be
frustrating to the new student of electronics. I've found that an alternative representation of
this circuit is easier both to remember and to comprehend. It’s the exact same circuit, except
all diodes are drawn in a horizontal attitude, all “pointing” the same direction. (Figure 3.23)

One advantage of remembering this layout for a bridge rectifier circuit is that it expands
easily into a polyphase version in Figure 3.24.

Each three-phase line connects between a pair of diodes: one to route power to the positive
(+) side of the load, and the other to route power to the negative (-) side of the load. Polyphase
systems with more than three phases are easily accommodated into a bridge rectifier scheme.
Take for instance the six-phase bridge rectifier circuit in Figure 3.25.

When polyphase AC is rectified, the phase-shifted pulses overlap each other to produce a DC
output that is much “smoother” (has less AC content) than that produced by the rectification of
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Figure 3.23: Alternative layout style for Full-wave bridge rectifier.

3-phase
AC source +
Load

Figure 3.24: Three-phase full-wave bridge rectifier circuit.
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Figure 3.25: Six-phase full-wave bridge rectifier circuit.
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single-phase AC. This is a decided advantage in high-power rectifier circuits, where the sheer
physical size of filtering components would be prohibitive but low-noise DC power must be
obtained. The diagram in Figure 3.26 shows the full-wave rectification of three-phase AC.
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Figure 3.26: Three-phase AC and 3-phase full-wave rectifier output.

In any case of rectification — single-phase or polyphase — the amount of AC voltage mixed
with the rectifier’s DC output is called ripple voltage. In most cases, since “pure” DC is the de-
sired goal, ripple voltage is undesirable. If the power levels are not too great, filtering networks
may be employed to reduce the amount of ripple in the output voltage.

Sometimes, the method of rectification is referred to by counting the number of DC “pulses”
output for every 360° of electrical “rotation.” A single-phase, half-wave rectifier circuit, then,
would be called a 1I-pulse rectifier, because it produces a single pulse during the time of one
complete cycle (360°) of the AC waveform. A single-phase, full-wave rectifier (regardless of
design, center-tap or bridge) would be called a 2-pulse rectifier, because it outputs two pulses
of DC during one AC cycle’s worth of time. A three-phase full-wave rectifier would be called a
6-pulse unit.

Modern electrical engineering convention further describes the function of a rectifier circuit
by using a three-field notation of phases, ways, and number of pulses. A single-phase, half-
wave rectifier circuit is given the somewhat cryptic designation of 1Ph1W1P (1 phase, 1 way,
1 pulse), meaning that the AC supply voltage is single-phase, that current on each phase of
the AC supply lines moves in only one direction (way), and that there is a single pulse of DC
produced for every 360° of electrical rotation. A single-phase, full-wave, center-tap rectifier
circuit would be designated as 1IPh1W2P in this notational system: 1 phase, 1 way or direction
of current in each winding half, and 2 pulses or output voltage per cycle. A single-phase, full-
wave, bridge rectifier would be designated as 1Ph2W2P: the same as for the center-tap design,
except current can go both ways through the AC lines instead of just one way. The three-phase
bridge rectifier circuit shown earlier would be called a 3Ph2WG6P rectifier.

Is it possible to obtain more pulses than twice the number of phases in a rectifier circuit?
The answer to this question is yes: especially in polyphase circuits. Through the creative use
of transformers, sets of full-wave rectifiers may be paralleled in such a way that more than
six pulses of DC are produced for three phases of AC. A 30° phase shift is introduced from
primary to secondary of a three-phase transformer when the winding configurations are not
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of the same type. In other words, a transformer connected either Y-A or A-Y will exhibit
this 30° phase shift, while a transformer connected Y-Y or A-A will not. This phenomenon
may be exploited by having one transformer connected Y-Y feed a bridge rectifier, and have
another transformer connected Y-A feed a second bridge rectifier, then parallel the DC outputs
of both rectifiers. (Figure 3.27) Since the ripple voltage waveforms of the two rectifiers’ outputs
are phase-shifted 30° from one another, their superposition results in less ripple than either
rectifier output considered separately: 12 pulses per 360° instead of just six:

3Ph2W12P rectifier circuit

Secondary
Primary
3-phase
AC input \ +
DC
{ Outpi.lt
I 115
Secondary

Figure 3.27: Polyphase rectifier circuit: 3-phase 2-way 12-pulse (3Ph2W12P)

e REVIEW:
e Rectification is the conversion of alternating current (AC) to direct current (DC).

e A half-wave rectifier is a circuit that allows only one half-cycle of the AC voltage waveform
to be applied to the load, resulting in one non-alternating polarity across it. The resulting
DC delivered to the load “pulsates” significantly.

e A full-wave rectifier is a circuit that converts both half-cycles of the AC voltage waveform
to an unbroken series of voltage pulses of the same polarity. The resulting DC delivered
to the load doesn’t “pulsate” as much.

e Polyphase alternating current, when rectified, gives a much “smoother” DC waveform
(less ripple voltage) than rectified single-phase AC.

3.5 Peak detector

A peak detector is a series connection of a diode and a capacitor outputting a DC voltage equal
to the peak value of the applied AC signal. The circuit is shown in Figure 3.28 with the cor-
responding SPICE net list. An AC voltage source applied to the peak detector, charges the
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capacitor to the peak of the input. The diode conducts positive “half cycles,” charging the ca-
pacitor to the waveform peak. When the input waveform falls below the DC “peak” stored
on the capacitor, the diode is reverse biased, blocking current flow from capacitor back to the
source. Thus, the capacitor retains the peak value even as the waveform drops to zero. Another
view of the peak detector is that it is the same as a half-wave rectifier with a filter capacitor
added to the output.

*SPICE 03441.eps

Cl1200.1u
1 1.0kQ 3 2 R1 1 3 1.0k
AN > r V1 1 0 SIN(O 5 1K)
. | D1 3 2 diode
Vi v 0.1uF .model diode d
1k|9|ffzsa 0 p+ T _tran 0.01m 50mm

.end

Figure 3.28: Peak detector: Diode conducts on positive half cycles charging capacitor to the
peak voltage (less diode forward drop).

It takes a few cycles for the capacitor to charge to the peak as in Figure 3.29 due to the
series resistance (RC “time constant”). Why does the capacitor not charge all the way to 5 V?
It would charge to 5 V if an “ideal diode” were obtainable. However, the silicon diode has a
forward voltage drop of 0.7 V which subtracts from the 5 V peak of the input.

T
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Figure 3.29: Peak detector: Capacitor charges to peak within a few cycles.

The circuit in Figure 3.28 could represent a DC power supply based on a half-wave rectifier.
The resistance would be a few Ohms instead of 1 k2 due to a transformer secondary winding
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replacing the voltage source and resistor. A larger “filter” capacitor would be used. A power
supply based on a 60 Hz source with a filter of a few hundred uF could supply up to 100 mA.
Half-wave supplies seldom supply more due to the difficulty of filtering a half-wave.

The peak detector may be combined with other components to build a crystal radio ( page
396).

3.6 Clipper circuits

A circuit which removes the peak of a waveform is known as a clipper. A negative clipper is
shown in Figure 3.30. This schematic diagram was produced with Xcircuit schematic capture
program. Xcircuit produced the SPICE net list Figure 3.30, except for the second, and next to
last pair of lines which were inserted with a text editor.

*SPICE 03437.eps
* A K ModelName

D1 0 2 diode
1 A 2 RL 2 1 1.0k
5V, i V(2 V11 0 SIN(O 5 1k)
oV Q (2) .model diode d
offset x output
0 1kHz Q Y .tran .05m 3m

.end

Figure 3.30: Clipper: clips negative peak at -0.7 V.

During the positive half cycle of the 5 V peak input, the diode is reversed biased. The diode
does not conduct. It is as if the diode were not there. The positive half cycle is unchanged
at the output V(2) in Figure 3.31. Since the output positive peaks actually overlays the input
sinewave V(1), the input has been shifted upward in the plot for clarity. In Nutmeg, the SPICE
display module, the command “plot v(1)+1)” accomplishes this.

During the negative half cycle of sinewave input of Figure 3.31, the diode is forward biased,
that is, conducting. The negative half cycle of the sinewave is shorted out. The negative half
cycle of V(2) would be clipped at 0 V for an ideal diode. The waveform is clipped at -0.7 V
due to the forward voltage drop of the silicon diode. The spice model defaults to 0.7 V unless
parameters in the model statement specify otherwise. Germanium or Schottky diodes clip at
lower voltages.

Closer examination of the negative clipped peak (Figure 3.31) reveals that it follows the
input for a slight period of time while the sinewave is moving toward -0.7 V. The clipping
action is only effective after the input sinewave exceeds -0.7 V. The diode is not conducting for
the complete half cycle, though, during most of it.

The addition of an anti-parallel diode to the existing diode in Figure 3.30 yields the sym-
metrical clipper in Figure 3.32.

Diode D1 clips the negative peak at -0.7 V as before. The additional diode D2 conducts for
positive half cycles of the sine wave as it exceeds 0.7 V, the forward diode drop. The remainder
of the voltage drops across the series resistor. Thus, both peaks of the input sinewave are
clipped in Figure 3.33. The net list is in Figure 3.32
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Figure 3.31: V(1)+1 is actually V(1), a 5 Vptp sinewave, offset by 1 V for display clarity. V(2)
output is clipped at -0.7 V, by diode D1.

*SPICE 03438.eps
D1 0 2 diode

1 2 D2 2 O diode
VW—r = R1 21 1.0k
5V, = 5o b1 V1 1 0 SIN(O 5 1k)
OV gireet ;?— -.model diode d
0 lkHz © .tran 0.05m 3m
.end

Figure 3.32: Symmetrical clipper: Anti-parallel diodes clip both positive and negative peak,
leaving a + 0.7 V output.
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Figure 3.33: Diode D1 clips at -0.7 V as it conducts during negative peaks. D2 conducts for
positive peaks, clipping at 0.7V.

The most general form of the diode clipper is shown in Figure 3.34. For an ideal diode, the
clipping occurs at the level of the clipping voltage, V1 and V2. However, the voltage sources
have been adjusted to account for the 0.7 V forward drop of the real silicon diodes. D1 clips
at 1.3V +0.7V=2.0V when the diode begins to conduct. D2 clips at -2.3V -0.7V=-3.0V when D2
conducts.

*SPICE 03439.eps

1 5 V130 1.3
A £ o V2 4 0 -2.3
vy © V2 D1 2 3 diode
5V % D1 D2 D2 4 2 diode
P R1 21 1.0k
@gxﬁff;ﬂ 3 V1 4 V2 V3 1 0 SIN(O 5 1k)
1.3V -2.3V .model diode d
0 -tran 0.05m 3m
¢ .end

Figure 3.34: D1 clips the input sinewave at 2V. D2 clips at -3V.

The clipper in Figure 3.34 does not have to clip both levels. To clip at one level with one
diode and one voltage source, remove the other diode and source.

The net list is in Figure 3.34. The waveforms in Figure 3.35 show the clipping of v(1) at
output v(2).

There is also a zener diode clipper circuit in the “Zener diode” section. A zener diode replaces
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Figure 3.35: D1 clips the sinewave at 2V. D2 clips at -3V.

both the diode and the DC voltage source.

A practical application of a clipper is to prevent an amplified speech signal from overdriving
a radio transmitter in Figure 3.36. Over driving the transmitter generates spurious radio
signals which causes interference with other stations. The clipper is a protective measure.

transimtter

microphone

Figure 3.36: Clipper prevents over driving radio transmitter by voice peaks.

A sinewave may be squared up by overdriving a clipper. Another clipper application is the
protection of exposed inputs of integrated circuits. The input of the IC is connected to a pair of
diodes as at node “2” of Figure ??. The voltage sources are replaced by the power supply rails
of the IC. For example, CMOS IC’s use 0V and +5 V. Analog amplifiers might use +12V for the
V1 and V2 sources.

o REVIEW

e A resistor and diode driven by an AC voltage source clips the signal observed across the
diode.
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e A pair of anti-parallel Si diodes clip symmetrically at +£0.7V

e The grounded end of a clipper diode(s) can be disconnected and wired to a DC voltage to
clip at an arbitrary level.

e A clipper can serve as a protective measure, preventing a signal from exceeding the clip
limits.

3.7 Clamper circuits

The circuits in Figure 3.37 are known as clampers or DC restorers. The corresponding netlist
is in Figure 3.38. These circuits clamp a peak of a waveform to a specific DC level compared
with a capacitively coupled signal which swings about its average DC level (usually 0V). If the
diode is removed from the clamper, it defaults to a simple coupling capacitor— no clamping.

What is the clamp voltage? And, which peak gets clamped? In Figure 3.37 (a) the clamp
voltage is 0 V ignoring diode drop, (more exactly 0.7 V with Si diode drop). In Figure 3.38, the
positive peak of V(1) is clamped to the 0 V (0.7 V) clamp level. Why is this? On the first positive
half cycle, the diode conducts charging the capacitor left end to +5 V (4.3 V). This is -5 V (-4.3
V) on the right end at V(1,4). Note the polarity marked on the capacitor in Figure 3.37 (a). The
right end of the capacitor is -5 V DC (-4.3 V) with respect to ground. It also has an AC 5 V peak
sinewave coupled across it from source V(4) to node 1. The sum of the two is a 5 V peak sine
riding on a - 5 V DC (-4.3 V) level. The diode only conducts on successive positive excursions
of source V(4) if the peak V(4) exceeds the charge on the capacitor. This only happens if the
charge on the capacitor drained off due to a load, not shown. The charge on the capacitor is
equal to the positive peak of V(4) (less 0.7 diode drop). The AC riding on the negative end,
right end, is shifted down. The positive peak of the waveform is clamped to 0 V (0.7 V) because
the diode conducts on the positive peak.

1000pF 1000pF 1000pF
4 | 3
- | + + T
4. 3ch
- xRz + 5V l
(@ (b) (¢ LO

Figure 3.37: Clampers: (a) Positive peak clamped to 0 V. (b) Negative peak clamped to 0 V. (c)
Negative peak clamped to 5 V.

Suppose the polarity of the diode is reversed as in Figure 3.37 (b)? The diode conducts on
the negative peak of source V(4). The negative peak is clamped to 0 V (-0.7 V). See V(2) in
Figure 3.38.

The most general realization of the clamper is shown in Figure 3.37 (c) with the diode
connected to a DC reference. The capacitor still charges during the negative peak of the source.
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Figure 3.38: V(4) source voltage 5 V peak used in all clampers. V(1) clamper output from
Figure 3.37 (a). V(1,4) DC voltage on capacitor in Figure (a). V(2) clamper output from Figure
(b). V(3) clamper output from Figure (c).

Note that the polarities of the AC source and the DC reference are series aiding. Thus, the
capacitor charges to the sum to the two, 10 V DC (9.3 V). Coupling the 5 V peak sinewave
across the capacitor yields Figure 3.38 V(3), the sum of the charge on the capacitor and the
sinewave. The negative peak appears to be clamped to 5 V DC (4.3V), the value of the DC
clamp reference (less diode drop).

Describe the waveform if the DC clamp reference is changed from 5 V to 10 V. The clamped
waveform will shift up. The negative peak will be clamped to 10 V (9.3). Suppose that the
amplitude of the sine wave source is increased from 5 V to 7 V? The negative peak clamp level
will remain unchanged. Though, the amplitude of the sinewave output will increase.

An application of the clamper circuit is as a “DC restorer” in “composite video” circuitry in
both television transmitters and receivers. An NTSC (US video standard) video signal “white
level” corresponds to minimum (12.5%) transmitted power. The video “black level” corresponds
to a high level (75% of transmitter power. There is a “blacker than black level” corresponding to
100% transmitted power assigned to synchronization signals. The NT'SC signal contains both
video and synchronization pulses. The problem with the composite video is that its average
DC level varies with the scene, dark vs light. The video itself is supposed to vary. However,
the sync must always peak at 100%. To prevent the sync signals from drifting with changing
scenes, a “DC restorer” clamps the top of the sync pulses to a voltage corresponding to 100%
transmitter modulation. [2]

e REVIEW:

e A capacitively coupled signal alternates about its average DC level (0 V).
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e The signal out of a clamper appears the have one peak clamped to a DC voltage. Example:
The negative peak is clamped to 0 VDC, the waveform appears to be shifted upward. The
polarity of the diode determines which peak is clamped.

e An application of a clamper, or DC restorer, is in clamping the sync pulses of composite
video to a voltage corresponding to 100% of transmitter power.

3.8 Voltage multipliers

A voltage multiplier is a specialized rectifier circuit producing an output which is theoretically
an integer times the AC peak input, for example, 2, 3, or 4 times the AC peak input. Thus,
it is possible to get 200 VDC from a 100 V., AC source using a doubler, 400 VDC from a
quadrupler. Any load in a practical circuit will lower these voltages.

A voltage doubler application is a DC power supply capable of using either a 240 VAC or 120
VAC source. The supply uses a switch selected full-wave bridge to produce about 300 VDC from
a 240 VAC source. The 120 V position of the switch rewires the bridge as a doubler producing
about 300 VDC from the 120 VAC. In both cases, 300 VDC is produced. This is the input to a
switching regulator producing lower voltages for powering, say, a personal computer.

The half-wave voltage doubler in Figure 3.39 (a) is composed of two circuits: a clamper at
(b) and peak detector (half-wave rectifier) in Figure 3.28, which is shown in modified form in
Figure 3.39 (c). C2 has been added to a peak detector (half-wave rectifier).

1000pF Dl a 5v [ 5v —>-| D1 cl

2
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Figure 3.39: Half-wave voltage doubler (a) is composed of (b) a clamper and (c) a half-wave
rectifier.

Referring to Figure 3.39 (b), C2 charges to 5 V (4.3 V considering the diode drop) on the
negative half cycle of AC input. The right end is grounded by the conducting D2. The left end
is charged at the negative peak of the AC input. This is the operation of the clamper.

During the positive half cycle, the half-wave rectifier comes into play at Figure 3.39 (c).
Diode D2 is out of the circuit since it is reverse biased. C2 is now in series with the voltage
source. Note the polarities of the generator and C2, series aiding. Thus, rectifier D1 sees a total
of 10 V at the peak of the sinewave, 5 V from generator and 5 V from C2. D1 conducts waveform
v(1) (Figure 3.40), charging C1 to the peak of the sine wave riding on 5 V DC (Figure 3.40 v(2)).
Waveform v(2) is the output of the doubler, which stabilizes at 10 V (8.6 V with diode drops)
after a few cycles of sinewave input.

The full-wave voltage doubler is composed of a pair of series stacked half-wave rectifiers.
(Figure 3.41) The corresponding netlist is in Figure 3.41. The bottom rectifier charges C1 on
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Figure 3.40: Voltage doubler: v(4) input. v(1) clamper stage. v(2) half-wave rectifier stage,
which is the doubler output.

the negative half cycle of input. The top rectifier charges C2 on the positive halfcycle. Each
capacitor takes on a charge of 5 V (4.3 V considering diode drop). The output at node 5 is the
series total of C1 + C2 or 10 V (8.6 V with diode drops).
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Figure 3.41: Full-wave voltage doubler consists of two half-wave rectifiers operating on alter-
nating polarities.

Note that the output v(5) Figure 3.42 reaches full value within one cycle of the input v(2)
excursion.

Figure 3.43 illustrates the derivation of the full-wave doubler from a pair of opposite polar-
ity half-wave rectifiers (a). The negative rectifier of the pair is redrawn for clarity (b). Both
are combined at (c) sharing the same ground. At (d) the negative rectifier is re-wired to share
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Figure 3.42: Full-wave voltage doubler: v(2) input, v(3)voltage at mid point, v(5) voltage at
output

one voltage source with the positive rectifier. This yields a +5 V (4.3 V with diode drop) power
supply; though, 10 V is measurable between the two outputs. The ground reference point is
moved so that +10 V is available with respect to ground.
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Figure 3.43: Full-wave doubler: (a) Pair of doublers, (b) redrawn, (c) sharing the ground, (d)
share the same voltage source. (e) move the ground point.

A voltage tripler (Figure 3.44) is built from a combination of a doubler and a half wave
rectifier (C3, D3). The half-wave rectifier produces 5 V (4.3 V) at node 3. The doubler provides
another 10 V (8.4 V) between nodes 2 and 3. for a total of 15 V (12.9 V) at the output node 2
with respect to ground. The netlist is in Figure 3.45.

Note that V(3) in Figure 3.45 rises to 5 V (4.3 V) on the first negative half cycle. Input v(4)
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Figure 3.44: Voltage tripler composed of doubler stacked atop a single stage rectifier.

is shifted upward by 5 V (4.3 V) due to 5 V from the half-wave rectifier. And 5 V more at v(1)
due to the clamper (C2, D2). D1 charges C1 (waveform v(2)) to the peak value of v(1).
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Figure 3.45: Voltage tripler: v(3) half-wave rectifier, v(4) input+ 5 V, v(1) clamper, v(2) final
output.

A voltage quadrupler is a stacked combination of two doublers shown in Figure 3.46. Each
doubler provides 10 V (8.6 V) for a series total at node 2 with respect to ground of 20 V (17.2
V). The netlist is in Figure 3.47.

The waveforms of the quadrupler are shown in Figure 3.47. Two DC outputs are available:
v(3), the doubler output, and v(2) the quadrupler output. Some of the intermediate voltages
at clampers illustrate that the input sinewave (not shown), which swings by jplusminus);5 V,
is successively clamped at higher levels: at v(5), v(4) and v(1). Strictly v(4) is not a clamper
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Figure 3.46: Voltage quadrupler, composed of two doublers stacked in series, with output at
node 2.

output. It is simply the AC voltage source in series with the v(3) the doubler output. None the
less, v(1) is a clamped version of v(4)
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Figure 3.47: Voltage quadrupler: DC voltage available at v(3) and v(2). Intermediate wave-
forms: Clampers: v(5), v(4), v(1).

Some notes on voltage multipliers are in order at this point. The circuit parameters used
in the examples (V= 5V 1 kHz, C=1000 pf) do not provide much current, microamps. Further-
more, load resistors have been omitted. Loading reduces the voltages from those shown. If the
circuits are to be driven by a kHz source at low voltage, as in the examples, the capacitors are
usually 0.1 to 1.0 uF so that milliamps of current are available at the output. If the multipliers
are driven from 50/60 Hz, the capacitor are a few hundred to a few thousand microfarads to
provide hundreds of milliamps of output current. If driven from line voltage, pay attention to
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the polarity and voltage ratings of the capacitors.

Finally, any direct line driven power supply (no transformer) is dangerous to the experi-
menter and line operated test equipment. Commercial direct driven supplies are safe because
the hazardous circuitry is in an enclosure to protect the user. When breadboarding these cir-
cuits with electrolytic capacitors of any voltage, the capacitors will explode if the polarity is
reversed. Such circuits should be powered up behind a safety shield.

A voltage multiplier of cascaded half-wave doublers of arbitrary length is known as a
Cockcroft-Walton multiplier as shown in Figure 3.48. This multiplier is used when a high
voltage at low current is required. The advantage over a conventional supply is that an expen-
sive high voltage transformer is not required— at least not as high as the output.

1000 pF 1000 pF 1000 pF 1000 pF
99 _ || 3 || 5
I I

I
I
- 1000pF 1000pF 1000pF 1000pF

Figure 3.48: Cockcroft-Walton x8 voltage multiplier; output at v(8).

The pair of diodes and capacitors to the left of nodes 1 and 2 in Figure 3.48 constitute a
half-wave doubler. Rotating the diodes by 45° counterclockwise, and the bottom capacitor by
90° makes it look like Figure 3.39 (a). Four of the doubler sections are cascaded to the right for
a theoretical x8 multiplication factor. Node 1 has a clamper waveform (not shown), a sinewave
shifted up by 1x (5 V). The other odd numbered nodes are sinewaves clamped to successively
higher voltages. Node 2, the output of the first doubler, is a 2x DC voltage v(2) in Figure 3.49.
Successive even numbered nodes charge to successively higher voltages: v(4), v(6), v(8)

Without diode drops, each doubler yields 2Vin or 10 V, considering two diode drops (10-
1.4)=8.6 V is realistic. For a total of 4 doublers one expects 4-8.6=34.4 V out of 40 V. Consulting
Figure 3.49, v(2) is about right;however, v(8) is <30 V instead of the anticipated 34.4 V. The
bane of the Cockcroft-Walton multiplier is that each additional stage adds less than the previ-
ous stage. Thus, a practical limit to the number of stages exist. It is possible to overcome this
limitation with a modification to the basic circuit. [3] Also note the time scale of 40 msec com-
pared with 5 ms for previous circuits. It required 40 msec for the voltages to rise to a terminal
value for this circuit. The netlist in Figure 3.49 has a “.tran 0.010m 50m” command to extend
the simulation time to 50 msec; though, only 40 msec is plotted.

The Cockcroft-Walton multiplier serves as a more efficient high voltage source for photo-
multiplier tubes requiring up to 2000 V. [3] Moreover, the tube has numerous dynodes, ter-
minals requiring connection to the lower voltage “even numbered” nodes. The series string of
multiplier taps replaces a heat generating resistive voltage divider of previous designs.

An AC line operated Cockcroft-Walton multiplier provides high voltage to “ion generators”
for neutralizing electrostatic charge and for air purifiers.

e REVIEW:
e A voltage multiplier produces a DC multiple (2,3,4, etc) of the AC peak input voltage.
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Figure 3.49: Cockcroft-Walton (x8) waveforms. Output is v(8).
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e The most basic multiplier is a half-wave doubler.

e The full-wave double is a superior circuit as a doubler.

e A tripler is a half-wave doubler and a conventional rectifier stage (peak detector).
e A quadrupler is a pair of half-wave doublers

e A long string of half-wave doublers is known as a Cockcroft-Walton multiplier.

3.9 Inductor commutating circuits

A popular use of diodes is for the mitigation of inductive “kickback:” the pulses of high voltage
produced when direct current through an inductor is interrupted. Take, for example, this
simple circuit in Figure 3.50 with no protection against inductive kickback.

1 | 1L Vv

S )
T E e
() (b) (© (d)

Figure 3.50: Inductive kickback: (a) Switch open. (b) Switch closed, electron current flows
from battery through coil which has polarity matching battery. Magnetic field stores energy.
(c) Switch open, Current still flows in coil due to collapsing magnetic field. Note polarity change
on coil changed. (d) Coil voltage vs time.

When the pushbutton switch is actuated, current goes through the inductor, producing
a magnetic field around it. When the switch is de-actuated, its contacts open, interrupting
current through the inductor, and causing the magnetic field to rapidly collapse. Because the
voltage induced in a coil of wire is directly proportional to the rate of change over time of
magnetic flux (Faraday’s Law: e = Nd®/dt), this rapid collapse of magnetism around the coil
produces a high voltage “spike”.

If the inductor in question is an electromagnet coil, such as in a solenoid or relay (con-
structed for the purpose of creating a physical force via its magnetic field when energized), the
effect of inductive “kickback” serves no useful purpose at all. In fact, it is quite detrimental
to the switch, as it causes excessive arcing at the contacts, greatly reducing their service life.
Of the practical methods for mitigating the high voltage transient created when the switch is
opened, none so simple as the so-called commutating diode in Figure 3.51.

In this circuit, the diode is placed in parallel with the coil, such that it will be reverse-biased
when DC voltage is applied to the coil through the switch. Thus, when the coil is energized,
the diode conducts no current in Figure 3.51 (b).

However, when the switch is opened, the coil’s inductance responds to the decrease in cur-
rent by inducing a voltage of reverse polarity, in an effort to maintain current at the same
magnitude and in the same direction. This sudden reversal of voltage polarity across the coil
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Figure 3.51: Inductive kickback with protection: (a) Switch open. (b)Switch closed, storing
energy in magnetic field. (c) Switch open, inductive kickback is shorted by diode.

forward-biases the diode, and the diode provides a current path for the inductor’s current, so
that its stored energy is dissipated slowly rather than suddenly in Figure 3.51 (c).

As a result, the voltage induced in the coil by its collapsing magnetic field is quite low:
merely the forward voltage drop of the diode, rather than hundreds of volts as before. Thus,
the switch contacts experience a voltage drop equal to the battery voltage plus about 0.7 volts
(if the diode is silicon) during this discharge time.

In electronics parlance, commutation refers to the reversal of voltage polarity or current di-
rection. Thus, the purpose of a commutating diode is to act whenever voltage reverses polarity,
for example, on an inductor coil when current through it is interrupted. A less formal term for
a commutating diode is snubber, because it “snubs” or “squelches” the inductive kickback.

A noteworthy disadvantage of this method is the extra time it imparts to the coil’s discharge.
Because the induced voltage is clamped to a very low value, its rate of magnetic flux change
over time is comparatively slow. Remember that Faraday’s Law describes the magnetic flux
rate-of-change (d®/dt) as being proportional to the induced, instantaneous voltage (e or v). If
the instantaneous voltage is limited to some low figure, then the rate of change of magnetic
flux over time will likewise be limited to a low (slow) figure.

If an electromagnet coil is “snubbed” with a commutating diode, the magnetic field will dis-
sipate at a relatively slow rate compared to the original scenario (no diode) where the field
disappeared almost instantly upon switch release. The amount of time in question will most
likely be less than one second, but it will be measurably slower than without a commutat-
ing diode in place. This may be an intolerable consequence if the coil is used to actuate an
electromechanical relay, because the relay will possess a natural “time delay” upon coil de-
energization, and an unwanted delay of even a fraction of a second may wreak havoc in some
circuits.

Unfortunately, one cannot eliminate the high-voltage transient of inductive kickback and
maintain fast de-magnetization of the coil: Faraday’s Law will not be violated. However, if slow
de-magnetization is unacceptable, a compromise may be struck between transient voltage and
time by allowing the coil’s voltage to rise to some higher level (but not so high as without a
commutating diode in place). The schematic in Figure 3.52 shows how this can be done.

A resistor placed in series with the commutating diode allows the coil’s induced voltage to
rise to a level greater than the diode’s forward voltage drop, thus hastening the process of de-
magnetization. This, of course, will place the switch contacts under greater stress, and so the
resistor must be sized to limit that transient voltage at an acceptable maximum level.
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Figure 3.52: (a) Commutating diode with series resistor. (b) Voltage waveform. (c) Level with
no diode. (d) Level with diode, no resistor. (e) Compromise level with diode and resistor.

3.10 Diode switching circuits

Diodes can perform switching and digital logic operations. Forward and reverse bias switch a
diode between the low and high impedance states, respectively. Thus, it serves as a switch.

3.10.1 Logic

Diodes can perform digital logic functions: AND, and OR. Diode logic was used in early digital
computers. It only finds limited application today. Sometimes it is convenient to fashion a
single logic gate from a few diodes.

V+
) AB Y
1 0 A Y=0 00 [0
010
1 1 |=8 10 |0
11 |1
(@) (b) (c)

Figure 3.53: Diode AND gate

An AND gate is shown in Figure 3.53. Logic gates have inputs and an output (Y) which is
a function of the inputs. The inputs to the gate are high (logic 1), say 10 V, or low, 0 V (logic
0). In the figure, the logic levels are generated by switches. If a switch is up, the input is
effectively high (1). If the switch is down, it connects a diode cathode to ground, which is low
(0). The output depends on the combination of inputs at A and B. The inputs and output are
customarily recorded in a “truth table” at (c) to describe the logic of a gate. At (a) all inputs
are high (1). This is recorded in the last line of the truth table at (c). The output, Y, is high
(1) due to the V* on the top of the resistor. It is unaffected by open switches. At (b) switch A
pulls the cathode of the connected diode low, pulling output Y low (0.7 V). This is recorded in
the third line of the truth table. The second line of the truth table describes the output with
the switches reversed from (b). Switch B pulls the diode and output low. The first line of the
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truth table recordes the Output=0 for both input low (0). The truth table describes a logical
AND function. Summary: both inputs A and B high yields a high (1) out.

A two input OR gate composed of a pair of diodes is shown in Figure ??. If both inputs are
logic low at (a) as simulated by both switches “downward,” the output Y is pulled low by the
resistor. This logic zero is recorded in the first line of the truth table at (c). If one of the inputs
is high as at (b), or the other input is high, or both inputs high, the diode(s) conduct(s), pulling
the output Y high. These results are reordered in the second through fourth lines of the truth
table. Summary: any input “high” is a high out at Y.
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Figure 3.54: OR gate: (a) First line, truth table (T'T). (b) Third line TT. (d) Logical OR of power
line supply and back-up battery.

A backup battery may be OR-wired with a line operated DC power supply in Figure 3.54 (d)
to power a load, even during a power failure. With AC power present, the line supply powers
the load, assuming that it is a higher voltage than the battery. In the event of a power failure,
the line supply voltage drops to 0 V; the battery powers the load. The diodes must be is series
with the power sources to prevent a failed line supply from draining the battery, and to prevent
it from over charging the battery when line power is available. Does your PC computer retain
its BIOS setting when powered off? Does your VCR (video cassette recorder) retain the clock
setting after a power failure? (PC Yes, old VCR no, new VCR yes.)

3.10.2 Analog switch

Diodes can switch analog signals. A reverse biased diode appears to be an open circuit. A
forward biased diode is a low resistance conductor. The only problem is isolating the AC signal
being switched from the DC control signal. The circuit in Figure 3.55 is a parallel resonant
network: resonant tuning inductor paralleled by one (or more) of the switched resonator ca-
pacitors. This parallel LC resonant circuit could be a preselector filter for a radio receiver. It
could be the frequency determining network of an oscillator (not shown). The digital control
lines may be driven by a microprocessor interface.

The large value DC blocking capacitor grounds the resonant tuning inductor for AC while
blocking DC. It would have a low reactance compared to the parallel LC reactances. This
prevents the anode DC voltage from being shorted to ground by the resonant tuning inductor.
A switched resonator capacitor is selected by pulling the corresponding digital control low. This
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Figure 3.55: Diode switch: A digital control signal (low) selects a resonator capacitor by forward
biasing the switching diode.

forward biases the switching diode. The DC current path is from +5 V through an RF choke
(RFC), a switching diode, and an RFC to ground via the digital control. The purpose of the RFC
at the +5 V is to keep AC out of the +5 V supply. The RFC in series with the digital control is to
keep AC out of the external control line. The decoupling capacitor shorts the little AC leaking
through the RFC to ground, bypassing the external digital control line.

With all three digital control lines high (>+5 V), no switched resonator capacitors are se-
lected due to diode reverse bias. Pulling one or more lines low, selects one or more switched
resonator capacitors, respectively. As more capacitors are switched in parallel with the reso-
nant tuning inductor, the resonant frequency decreases.

The reverse biased diode capacitance may be substantial compared with very high fre-
quency or ultra high frequency circuits. PIN diodes may be used as switches for lower ca-
pacitance.

3.11 Zener diodes

If we connect a diode and resistor in series with a DC voltage source so that the diode is
forward-biased, the voltage drop across the diode will remain fairly constant over a wide range
of power supply voltages as in Figure 3.56 (a).

According to the “diode equation”, the current through a forward-biased PN junction is
proportional to e raised to the power of the forward voltage drop. Because this is an exponential
function, current rises quite rapidly for modest increases in voltage drop. Another way of
considering this is to say that voltage dropped across a forward-biased diode changes little
for large variations in diode current. In the circuit shown above, diode current is limited by
the voltage of the power supply, the series resistor, and the diode’s voltage drop, which as we
know doesn’t vary much from 0.7 volts. If the power supply voltage were to be increased, the
resistor’s voltage drop would increase almost the same amount, and the diode’s voltage drop
just a little. Conversely, a decrease in power supply voltage would result in an almost equal
decrease in resistor voltage drop, with just a little decrease in diode voltage drop. In a word,
we could summarize this behavior by saying that the diode is regulating the voltage drop at
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approximately 0.7 volts.

Voltage regulation is a useful diode property to exploit. Suppose we were building some
kind of circuit which could not tolerate variations in power supply voltage, but needed to be
powered by a chemical battery, whose voltage changes over its lifetime. We could form a circuit
as shown and connect the circuit requiring steady voltage across the diode, where it would
receive an unchanging 0.7 volts.

This would certainly work, but most practical circuits of any kind require a power supply
voltage in excess of 0.7 volts to properly function. One way we could increase our voltage
regulation point would be to connect multiple diodes in series, so that their individual forward
voltage drops of 0.7 volts each would add to create a larger total. For instance, if we had ten
diodes in series, the regulated voltage would be ten times 0.7, or 7 volts in Figure 3.56 (b).
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Figure 3.56: Forward biased Si reference: (a) single diode, 0.7V, (b) 10-diodes in series 7.0V.

So long as the battery voltage never sagged below 7 volts, there would always be about 7
volts dropped across the ten-diode “stack.”

If larger regulated voltages are required, we could either use more diodes in series (an in-
elegant option, in my opinion), or try a fundamentally different approach. We know that diode
forward voltage is a fairly constant figure under a wide range of conditions, but so is reverse
breakdown voltage, and breakdown voltage is typically much, much greater than forward volt-
age. If we reversed the polarity of the diode in our single-diode regulator circuit and increased
the power supply voltage to the point where the diode “broke down” (could no longer withstand
the reverse-bias voltage impressed across it), the diode would similarly regulate the voltage at
that breakdown point, not allowing it to increase further as in Figure 3.57 (a).

:/SOV \ Zener diode
+ W Cathode
150V }Z/ 100V
(@ -~ (b)  Anode

Figure 3.57: (a) Reverse biased Si small-signal diode breaks down at about 100V. (b) Symbol
for Zener diode.
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Unfortunately, when normal rectifying diodes “break down,” they usually do so destruc-
tively. However, it is possible to build a special type of diode that can handle breakdown
without failing completely. This type of diode is called a zener diode, and its symbol looks like
Figure 3.57 (b).

When forward-biased, zener diodes behave much the same as standard rectifying diodes:
they have a forward voltage drop which follows the “diode equation” and is about 0.7 volts.
In reverse-bias mode, they do not conduct until the applied voltage reaches or exceeds the so-
called zener voltage, at which point the diode is able to conduct substantial current, and in
doing so will try to limit the voltage dropped across it to that zener voltage point. So long as
the power dissipated by this reverse current does not exceed the diode’s thermal limits, the
diode will not be harmed.

Zener diodes are manufactured with zener voltages ranging anywhere from a few volts to
hundreds of volts. This zener voltage changes slightly with temperature, and like common
carbon-composition resistor values, may be anywhere from 5 percent to 10 percent in error
from the manufacturer’s specifications. However, this stability and accuracy is generally good
enough for the zener diode to be used as a voltage regulator device in common power supply

circuit in Figure 3.58.
+ VWA ~_
7‘2’ oo
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Figure 3.58: Zener diode regulator circuit, Zener voltage = 12.6V).

Please take note of the zener diode’s orientation in the above circuit: the diode is reverse-
biased, and intentionally so. If we had oriented the diode in the “normal” way, so as to be
forward-biased, it would only drop 0.7 volts, just like a regular rectifying diode. If we want
to exploit this diode’s reverse breakdown properties, we must operate it in its reverse-bias
mode. So long as the power supply voltage remains above the zener voltage (12.6 volts, in this
example), the voltage dropped across the zener diode will remain at approximately 12.6 volts.

Like any semiconductor device, the zener diode is sensitive to temperature. Excessive tem-
perature will destroy a zener diode, and because it both drops voltage and conducts current,
it produces its own heat in accordance with Joule’s Law (P=IE). Therefore, one must be care-
ful to design the regulator circuit in such a way that the diode’s power dissipation rating is
not exceeded. Interestingly enough, when zener diodes fail due to excessive power dissipation,
they usually fail shorted rather than open. A diode failed in this manner is readily detected: it
drops almost zero voltage when biased either way, like a piece of wire.

Let’s examine a zener diode regulating circuit mathematically, determining all voltages,
currents, and power dissipations. Taking the same form of circuit shown earlier, we’ll perform
calculations assuming a zener voltage of 12.6 volts, a power supply voltage of 45 volts, and a
series resistor value of 1000 Q (we'll regard the zener voltage to be exactly 12.6 volts so as to
avoid having to qualify all figures as “approximate” in Figure 3.59 (a)

If the zener diode’s voltage is 12.6 volts and the power supply’s voltage is 45 volts, there will
be 32.4 volts dropped across the resistor (45 volts - 12.6 volts = 32.4 volts). 32.4 volts dropped
across 1000 (2 gives 32.4 mA of current in the circuit. (Figure 3.59 (b))
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Figure 3.59: (a) Zener Voltage regulator with 1000 §) resistor. (b) Calculation of voltage drops
and current.

Power is calculated by multiplying current by voltage (P=IE), so we can calculate power
dissipations for both the resistor and the zener diode quite easily:

Prossor = (324 MA)(32.4 V)
Prossor = 1.0498 W

Piioge = (324 mA)(12.6 V)
Pdiode = 408.24 mW

A zener diode with a power rating of 0.5 watt would be adequate, as would a resistor rated
for 1.5 or 2 watts of dissipation.

If excessive power dissipation is detrimental, then why not design the circuit for the least
amount of dissipation possible? Why not just size the resistor for a very high value of resis-
tance, thus severely limiting current and keeping power dissipation figures very low? Take this
circuit, for example, with a 100 k) resistor instead of a 1 k{2 resistor. Note that both the power
supply voltage and the diode’s zener voltage in Figure 3.60 are identical to the last example:

324V

e

VWA
ﬂ_ % 324 pA <
5BV — 126V

T% RUpPA  —>

Figure 3.60: Zener regulator with 100 k) resistor.

With only 1/100 of the current we had before (324 uA instead of 32.4 mA), both power
dissipation figures should be 100 times smaller:
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Prossor = (324 HA)(32.4 V)
Presisor = 10.498 MW

Puiode = (324 HA)(12.6 V)
Piioge = 4.0824 mW

Seems ideal, doesn’t it? Less power dissipation means lower operating temperatures for
both the diode and the resistor, and also less wasted energy in the system, right? A higher
resistance value does reduce power dissipation levels in the circuit, but it unfortunately intro-
duces another problem. Remember that the purpose of a regulator circuit is to provide a stable
voltage for another circuit. In other words, we're eventually going to power something with
12.6 volts, and this something will have a current draw of its own. Consider our first regulator
circuit, this time with a 500 2 load connected in parallel with the zener diode in Figure 3.61.

324V
y/ 1kQ \‘ &— 252mA
VA ,
L &—  ama &
P 12 6 v RIoad
aV — 72mA |2 500 Q

| —  24mA —> 25.2 mA —>

Figure 3.61: Zener regulator with 1000 2 series resistor and 500 (2 load.

If 12.6 volts is maintained across a 500 2 load, the load will draw 25.2 mA of current. In
order for the 1 k2 series “dropping” resistor to drop 32.4 volts (reducing the power supply’s
voltage of 45 volts down to 12.6 across the zener), it still must conduct 32.4 mA of current.
This leaves 7.2 mA of current through the zener diode.

Now consider our “power-saving” regulator circuit with the 100 kQ) dropping resistor, deliv-
ering power to the same 500 2 load. What it is supposed to do is maintain 12.6 volts across
the load, just like the last circuit. However, as we will see, it cannot accomplish this task.
(Figure 3.62)

With the larger value of dropping resistor in place, there will only be about 224 mV of
voltage across the 500 €2 load, far less than the expected value of 12.6 volts! Why is this? If we
actually had 12.6 volts across the load, it would draw 25.2 mA of current, as before. This load
current would have to go through the series dropping resistor as it did before, but with a new
(much larger!) dropping resistor in place, the voltage dropped across that resistor with 25.2
mA of current going through it would be 2,520 volts! Since we obviously don’t have that much
voltage supplied by the battery, this cannot happen.

The situation is easier to comprehend if we temporarily remove the zener diode from the
circuit and analyze the behavior of the two resistors alone in Figure 3.63.

Both the 100 k2 dropping resistor and the 500 2 load resistance are in series with each
other, giving a total circuit resistance of 100.5 k{). With a total voltage of 45 volts and a total
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Figure 3.62: Zener non-regulator with 100 K2 series resistor with 500 2 load.;

44.776V
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Figure 3.63: Non-regulator with Zener removed.

resistance of 100.5 k2, Ohm’s Law (I=E/R) tells us that the current will be 447.76 uA. Figuring
voltage drops across both resistors (E=IR), we arrive at 44.776 volts and 224 mV, respectively.
If we were to re-install the zener diode at this point, it would “see” 224 mV across it as well,
being in parallel with the load resistance. This is far below the zener breakdown voltage of the
diode and so it will not “break down” and conduct current. For that matter, at this low voltage
the diode wouldn’t conduct even if it were forward-biased! Thus, the diode ceases to regulate
voltage. At least 12.6 volts must be dropped across to “activate” it.

The analytical technique of removing a zener diode from a circuit and seeing whether or
not enough voltage is present to make it conduct is a sound one. Just because a zener diode
happens to be connected in a circuit doesn’t guarantee that the full zener voltage will always
be dropped across it! Remember that zener diodes work by limiting voltage to some maximum
level; they cannot make up for a lack of voltage.

In summary, any zener diode regulating circuit will function so long as the load’s resistance
is equal to or greater than some minimum value. If the load resistance is too low, it will
draw too much current, dropping too much voltage across the series dropping resistor, leaving
insufficient voltage across the zener diode to make it conduct. When the zener diode stops
conducting current, it can no longer regulate voltage, and the load voltage will fall below the
regulation point.

Our regulator circuit with the 100 k2 dropping resistor must be good for some value of
load resistance, though. To find this acceptable load resistance value, we can use a table to
calculate resistance in the two-resistor series circuit (no diode), inserting the known values of
total voltage and dropping resistor resistance, and calculating for an expected load voltage of
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12.6 volts:
Reropping Rioad Total
E 12.6 45 Volts
I Amps
R 100 k Ohms
With 45 volts of total voltage and 12.6 volts across the load, we should have 32.4 volts across
Raropping:
Raropping Riced Total
E 324 12.6 45 Volts
| Amps
R 100 k Ohms

With 32.4 volts across the dropping resistor, and 100 k2 worth of resistance in it, the current
through it will be 324 pA:

Reropping Rioad Total
E 324 12.6 45 Volts
I 324 1 Amps
R 100 k Ohms

T

Ohm’s Law
_E

R

Being a series circuit, the current is equal through all components at any given time:

Reropping Ricad Totd
E 324 12.6 45 Volts
—> | 324 u 324 u 324 u Amps
R 100 k Ohms

Rule of series circuits:
It = 11=12=. .. 1,

Calculating load resistance is now a simple matter of Ohm’s Law (R = E/I), giving us 38.889
kQ:
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|eroppi ng RI oad Total
E 32.4 12.6 45 Volts
| | 324p | 324p | 324p | Amps
R 100k |38.889k Ohms
T
Ohm’s Law
rR=E

Thus, if the load resistance is exactly 38.889 k2, there will be 12.6 volts across it, diode or
no diode. Any load resistance smaller than 38.889 k) will result in a load voltage less than
12.6 volts, diode or no diode. With the diode in place, the load voltage will be regulated to a
maximum of 12.6 volts for any load resistance greater than 38.889 k().

With the original value of 1 k) for the dropping resistor, our regulator circuit was able
to adequately regulate voltage even for a load resistance as low as 500 2. What we see is a
tradeoff between power dissipation and acceptable load resistance. The higher-value dropping
resistor gave us less power dissipation, at the expense of raising the acceptable minimum load
resistance value. If we wish to regulate voltage for low-value load resistances, the circuit must
be prepared to handle higher power dissipation.

Zener diodes regulate voltage by acting as complementary loads, drawing more or less cur-
rent as necessary to ensure a constant voltage drop across the load. This is analogous to
regulating the speed of an automobile by braking rather than by varying the throttle position:
not only is it wasteful, but the brakes must be built to handle all the engine’s power when
the driving conditions don’t demand it. Despite this fundamental inefficiency of design, zener
diode regulator circuits are widely employed due to their sheer simplicity. In high-power ap-
plications where the inefficiencies would be unacceptable, other voltage-regulating techniques
are applied. But even then, small zener-based circuits are often used to provide a “reference”
voltage to drive a more efficient amplifier circuit controlling the main power.

Zener diodes are manufactured in standard voltage ratings listed in Table 3.1. The table
“Common zener diode voltages” lists common voltages for 0.3W and 1.3W parts. The wattage
corresponds to die and package size, and is the power that the diode may dissipate without
damage.

Zener diode clipper: A clipping circuit which clips the peaks of waveform a approximately
the zener voltage of the diodes. The circuit of Figure 3.64 has two zeners connected series
opposing to symmetrically clip a waveform at nearly the Zener voltage. The resistor limits
current drawn by the zeners to a safe value.

The zener breakdown voltage for the diodes is set at 10 V by the diode model parameter
“bv=10" in the spice net list in Figure 3.64. This causes the zeners to clip at about 10 V. The
back-to-back diodes clip both peaks. For a positive half-cycle, the top zener is reverse biased,
breaking down at the zener voltage of 10 V. The lower zener drops approximately 0.7 V since
it is forward biased. Thus, a more accurate clipping level is 10+0.7=10.7V. Similar negative
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Table 3.1: Common zener diode voltages
0.5W
2.7V | 3.0V | 3.3V | 3.6V | 3.9V | 4.3V | 4.7V
5.1V | 5.6V | 6.2V | 6.8V | 7.5V | 8.2V | 9.1V
10V | 11V | 12V | 13V | 15V | 16V | 18V
20V | 24V | 27V | 30V
1.3W
4.7V | 51V | 5.6V | 6.2V | 6.8V | 7.5V | 8.2V
9.1V | 10V | 11V | 12V | 13V | 15V | 16V
18V | 20V | 22V | 24V | 27V | 30V | 33V
36V | 39V | 43V | 47V | 51V | 56V | 62V
68V | 75V | 100V | 200V

*SPICE 03445._eps

D1 4 O diode
D2 4 2 diode
1 AMA .2 R1L 2 1 1.0k
- ! V11 0 SIN(O 20
S 1K)
20V 2 V) - nodel diode d
p P bv=10
OV giret V=
0 1kHz l .tran 0.001m 2m

.end

Figure 3.64: Zener diode clipper:
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half-cycle clipping occurs a -10.7 V. (Figure 3.65) shows the clipping level at a little over £10 V.

W — w(2) — w1}

20.0 ........... { ij ................

e

I
e
T

10’0 ................................................................

|
[y
=
+
o

Figure 3.65: Zener diode clipper: v(1) input is clipped at waveform v(2).

e REVIEW:

e Zener diodes are designed to be operated in reverse-bias mode, providing a relatively low,
stable breakdown, or zener voltage at which they being to conduct substantial reverse
current.

e A zener diode may function as a voltage regulator by acting as an accessory load, drawing
more current from the source if the voltage is too high, and less if it is too low.

3.12 Special-purpose diodes
3.12.1 Schottky diodes

Schottky diodes are constructed of a metal-to-N junction rather than a P-N semiconductor
junction. Also known as hot-carrier diodes, Schottky diodes are characterized by fast switching
times (low reverse-recovery time), low forward voltage drop (typically 0.25 to 0.4 volts for a
metal-silicon junction), and low junction capacitance.

The schematic symbol for a schottky diode is shown in Figure 3.66.

The forward voltage drop (Vr), reverse-recovery time (t,..), and junction capacitance (C ;) of
Schottky diodes are closer to ideal than the average “rectifying” diode. This makes them well
suited for high-frequency applications. Unfortunately, though, Schottky diodes typically have
lower forward current (Ir) and reverse voltage (Vzry and Vpo) ratings than rectifying diodes
and are thus unsuitable for applications involving substantial amounts of power. Though they
are used in low voltage switching regulator power supplies.
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Anode
Cathode *
Figure 3.66: Schottky diode schematic symbol.

Schottky diode technology finds broad application in high-speed computer circuits, where
the fast switching time equates to high speed capability, and the low forward voltage drop
equates to less power dissipation when conducting.

Switching regulator power supplies operating at 100’s of kHz cannot use conventional sil-
icon diodes as rectifiers because of their slow switching speed . When the signal applied to a
diode changes from forward to reverse bias, conduction continues for a short time, while car-
riers are being swept out of the depletion region. Conduction only ceases after this t, reverse
recovery time has expired. Schottky diodes have a shorter reverse recovery time.

Regardless of switching speed, the 0.7 V forward voltage drop of silicon diodes causes poor
efficiency in low voltage supplies. This is not a problem in, say, a 10 V supply. In a 1 V supply
the 0.7 V drop is a substantial portion of the output. One solution is to use a schottky power
diode which has a lower forward drop.

3.12.2 Tunnel diodes

Tunnel diodes exploit a strange quantum phenomenon called resonant tunneling to provide a
negative resistance forward-bias characteristics. When a small forward-bias voltage is applied
across a tunnel diode, it begins to conduct current. (Figure 3.67(b)) As the voltage is increased,
the current increases and reaches a peak value called the peak current (Ip). If the voltage
is increased a little more, the current actually begins to decrease until it reaches a low point
called the valley current (Iy/). If the voltage is increased further yet, the current begins to
increase again, this time without decreasing into another “valley.” The schematic symbol for
the tunnel diode shown in Figure 3.67(a).

Tunnel diode
Anode Forward
current
* IP + —
Cathode = T
. D
@) (b) Ve Vv Forward voltage (c)

Figure 3.67: Tunnel diode (a) Schematic symbol. (b) Current vs voltage plot (c) Oscillator.

The forward voltages necessary to drive a tunnel diode to its peak and valley currents are
known as peak voltage (Vp) and valley voltage (Vy/), respectively. The region on the graph
where current is decreasing while applied voltage is increasing (between Vp and Vy on the
horizontal scale) is known as the region of negative resistance.
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Tunnel diodes, also known as Esaki diodes in honor of their Japanese inventor Leo Esaki,
are able to transition between peak and valley current levels very quickly, “switching” between
high and low states of conduction much faster than even Schottky diodes. Tunnel diode char-
acteristics are also relatively unaffected by changes in temperature.

1000
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Doping concentration (cm™)

Figure 3.68: Reverse breakdown voltage versus doping level. After Sze [22]

Tunnel diodes are heavily doped in both the P and N regions, 1000 times the level in a
rectifier. This can be seen in Figure 3.68. Standard diodes are to the far left, zener diodes near
to the left, and tunnel diodes to the right of the dashed line. The heavy doping produces an
unusually thin depletion region. This produces an unusually low reverse breakdown voltage
with high leakage. The thin depletion region causes high capacitance. To overcome this, the
tunnel diode junction area must be tiny. The forward diode characteristic consists of two re-
gions: a normal forward diode characteristic with current rising exponentially beyond Vg, 0.3
V for Ge, 0.7 V for Si. Between 0 V and Vr is an additional “negative resistance” characteristic
peak. This is due to quantum mechanical tunneling involving the dual particle-wave nature
of electrons. The depletion region is thin enough compared with the equivalent wavelength of
the electron that they can tunnel through. They do not have to overcome the normal forward
diode voltage Vr. The energy level of the conduction band of the N-type material overlaps
the level of the valence band in the P-type region. With increasing voltage, tunneling begins;
the levels overlap; current increases, up to a point. As current increases further, the energy
levels overlap less; current decreases with increasing voltage. This is the “negative resistance”
portion of the curve.

Tunnel diodes are not good rectifiers, as they have relatively high “leakage” current when
reverse-biased. Consequently, they find application only in special circuits where their unique
tunnel effect has value. To exploit the tunnel effect, these diodes are maintained at a bias
voltage somewhere between the peak and valley voltage levels, always in a forward-biased
polarity (anode positive, and cathode negative).
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Perhaps the most common application of a tunnel diode is in simple high-frequency oscilla-
tor circuits as in Figure 3.67(c), where it allows a DC voltage source to contribute power to an
LC “tank” circuit, the diode conducting when the voltage across it reaches the peak (tunnel)
level and effectively insulating at all other voltages. The resistors bias the tunnel diode at a
few tenths of a volt centered on the negative resistance portion of the characteristic curve. The
L-C resonant circuit may be a section of waveguide for microwave operation. Oscillation to 5
GHz is possible.

At one time the tunnel diode was the only solid-state microwave amplifier available. Tunnel
diodes were popular starting in the 1960’s. They were longer lived than traveling wave tube
amplifiers, an important consideration in satellite transmitters. Tunnel diodes are also resis-
tant to radiation because of the heavy doping. Today various transistors operate at microwave
frequencies. Even small signal tunnel diodes are expensive and difficult to find today. There is
one remaining manufacturer of germanium tunnel diodes, and none for silicon devices. They
are sometimes used in military equipment because they are insensitive to radiation and large
temperature changes.

There has been some research involving possible integration of silicon tunnel diodes into
CMOS integrated circuits. They are thought to be capable of switching at 100 GHz in digital
circuits. The sole manufacturer of germanium devices produces them one at a time. A batch
process for silicon tunnel diodes must be developed, then integrated with conventional CMOS
processes. [21]

The Esaki tunnel diode should not be confused with the resonant tunneling diode (page
84), of more complex construction from compound semiconductors. The RTD is a more recent
development capable of higher speed.

3.12.3 Light-emitting diodes

Diodes, like all semiconductor devices, are governed by the principles described in quantum
physics. One of these principles is the emission of specific-frequency radiant energy whenever
electrons fall from a higher energy level to a lower energy level. This is the same principle
at work in a neon lamp, the characteristic pink-orange glow of ionized neon due to the specific
energy transitions of its electrons in the midst of an electric current. The unique color of a neon
lamp’s glow is due to the fact that its neon gas inside the tube, and not due to the particular
amount of current through the tube or voltage between the two electrodes. Neon gas glows
pinkish-orange over a wide range of ionizing voltages and currents. Each chemical element
has its own “signature” emission of radiant energy when its electrons “jump” between different,
quantized energy levels. Hydrogen gas, for example, glows red when ionized; mercury vapor
glows blue. This is what makes spectrographic identification of elements possible.

Electrons flowing through a PN junction experience similar transitions in energy level, and
emit radiant energy as they do so. The frequency of this radiant energy is determined by the
crystal structure of the semiconductor material, and the elements comprising it. Some semi-
conductor junctions, composed of special chemical combinations, emit radiant energy within
the spectrum of visible light as the electrons change energy levels. Simply put, these junc-
tions glow when forward biased. A diode intentionally designed to glow like a lamp is called a
light-emitting diode, or LED.

Forward biased silicon diodes give off heat as electron and holes from the N-type and P-type
regions, respectively, recombine at the junction. In a forward biased LED, the recombination of
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electrons and holes in the active region in Figure 3.69 (c) yields photons. This process is known
as electroluminescence. To give off photons, the potential barrier through which the electrons
fall must be higher than for a silicon diode. The forward diode drop can range to a few volts for
some color LEDs.

Diodes made from a combination of the elements gallium, arsenic, and phosphorus (called
gallium-arsenide-phosphide) glow bright red, and are some of the most common LEDs man-
ufactured. By altering the chemical constituency of the PN junction, different colors may be
obtained. Some of the currently available colors other than red are green, blue, and infra-red
(invisible light at a frequency lower than red). Other colors may be obtained by combining two
or more primary-color (red, green, and blue) LEDs together in the same package, sharing the
same optical lens. For instance, a yellow LED may be made by merging a red LED with a green
LED.

The schematic symbol for an LED is a regular diode shape inside of a circle, with two small
arrows pointing away (indicating emitted light), shown in Figure 3.69.

N
@ Cathode short — flat
(@ () ohole

Figure 3.69: LED, Light Emitting Diode: (a) schematic symbol. (b) Flat side and short lead of
device correspond to cathode. (c) Cross section of Led die.

This notation of having two small arrows pointing away from the device is common to the
schematic symbols of all light-emitting semiconductor devices. Conversely, if a device is light-
activated (meaning that incoming light stimulates it), then the symbol will have two small
arrows pointing toward it. LEDs can sense light. They generate a small voltage when exposed
to light, much like a solar cell on a small scale. This property can be gainfully applied in a
variety of light-sensing circuits.

Because LEDs are made of different chemical substances than silicon diodes, their forward
voltage drops will be different. Typically, LEDs have much larger forward voltage drops than
rectifying diodes, anywhere from about 1.6 volts to over 3 volts, depending on the color. Typical
operating current for a standard-sized LED is around 20 mA. When operating an LED from
a DC voltage source greater than the LED’s forward voltage, a series-connected “dropping”
resistor must be included to prevent full source voltage from damaging the LED. Consider the
example circuit in Figure 3.70 (a) using a 6 V source.

With the LED dropping 1.6 volts, there will be 4.4 volts dropped across the resistor. Sizing
the resistor for an LED current of 20 mA is as simple as taking its voltage drop (4.4 volts) and
dividing by circuit current (20 mA), in accordance with Ohm’s Law (R=E/I). This gives us a
figure of 220 2. Calculating power dissipation for this resistor, we take its voltage drop and
multiply by its current (P=IE), and end up with 88 mW, well within the rating of a 1/8 watt
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Rdropping Rdmpping
VWA VWA
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Figure 3.70: Setting LED current at 20 ma. (a) for a 6 V source, (b) for a 24 V source.

resistor. Higher battery voltages will require larger-value dropping resistors, and possibly
higher-power rating resistors as well. Consider the example in Figure ?? (b) for a supply
voltage of 24 volts:

Here, the dropping resistor must be increased to a size of 1.12 k) to drop 22.4 volts at 20
mA so that the LED still receives only 1.6 volts. This also makes for a higher resistor power
dissipation: 448 mW, nearly one-half a watt of power! Obviously, a resistor rated for 1/8 watt
power dissipation or even 1/4 watt dissipation will overheat if used here.

Dropping resistor values need not be precise for LED circuits. Suppose we were to use a
1 kQ resistor instead of a 1.12 k2 resistor in the circuit shown above. The result would be a
slightly greater circuit current and LED voltage drop, resulting in a brighter light from the
LED and slightly reduced service life. A dropping resistor with too much resistance (say, 1.5
k() instead of 1.12 kQ2) will result in less circuit current, less LED voltage, and a dimmer light.
LEDs are quite tolerant of variation in applied power, so you need not strive for perfection in
sizing the dropping resistor.

Multiple LEDs are sometimes required, say in lighting. If LEDs are operated in parallel,
each must have its own current limiting resistor as in Figure ?? (a) to ensure currents dividing
more equally. However, it is more efficient to operate LEDs in series (Figure 3.71 (b)) with a
single dropping resistor. As the number of series LEDs increases the series resistor value must
decrease to maintain current, to a point. The number of LEDs in series (V) cannot exceed the
capability of the power supply. Multiple series strings may be employed as in Figure 3.71 (c).

In spite of equalizing the currents in multiple LEDs, the brightness of the devices may not
match due to variations in the individual parts. Parts can be selected for brightness matching
for critical applications.

WA
W K

Figure 3.71: Multiple LEDs: (a) In parallel, (b) in series, (c) series-parallel
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Also because of their unique chemical makeup, LEDs have much, much lower peak-inverse
voltage (PIV) ratings than ordinary rectifying diodes. A typical LED might only be rated at
5 volts in reverse-bias mode. Therefore, when using alternating current to power an LED,
connect a protective rectifying diode anti-parallel with the LED to prevent reverse breakdown
every other half-cycle as in Figure 3.72 (a).

Rdropping
VWA ’ Red LED,
< o 112kQ Ve =16V typical + 02 12
— ~ I =20mA t){plcal 240V N
- rectifying diode Vg =5V maximum -
() 9 | R ©)

Figure 3.72: Safely driving an LED with AC: (a) from 24 VAC, (b) from 240 VAC.

If the LED is driven from a 240 VAC source, the Figure 3.72 (a) voltage source is increased
from 24 VAC to 240 VAC, the resistor from 1.12 k2 to 12 k2. The power dissipated in the 12
k() resistor is an unattractive 4.8 watts.

P =VI = (240 V)(20 mA) = 4.8 watt

A potential solution is to replace the 12 k() resistor with a non-dissipative 12 k) capacitive
reactance. This would be Figure 3.72 (b) with the resistor shorted. That circuit at (b), missing
the resistor, was published in an electrical engineering journal. This author constructed the
circuit. It worked the first time it was powered “on,” but not thereafter upon “power on”. Each
time it was powered “on,” it got dimmer until it failed completely. Why? If “power on” occurs
near a zero crossing of the AC sinewave, the circuit works. However, if powered “on” at, say,
the peak of the sinewave, the voltage rises abruptly from zero to the peak. Since the current
through the capacitor is i = C(dv/dt), the current spikes to a very large value exceeding the
“surge current” rating of the LED, destroying it.

The solution is to design a capacitor for the continuous current of the LED, and a series re-
sistor to limit current during “power on” to the surge current rating of the LED. Often the surge
current rating of an LED is ten times higher than the continuous current rating. (Though, this
is not true of high current illumination grade LED’s.) We calculate a capacitor to supply 20 mA
continuous current, then select a resistor having resistance of 1/10 th the capacitive reactance.

I =20 mA
X. = (240 V) /7 (20 mA) = 12 kQ
X = 1/2nF,
C 1/27X. = 1/2760(12 kQ = 0.22 uF
R = (0.10)X.= (0.10)(12kQ) = 1.2 kQ
P 1R = (20 mA)?2(1.2 k) = 0.48 watt

The resistor limits the LED current to 200 mA during the “power on” surge. Thereafter it
passes 20 mA as limited by the capacitor. The 1.2 k{OMEGA ;resistor dissipates 0.48 watts
compared with 4.8 watts for the 12 k{2 resistor circuit.

What component values would be required to operate the circuit on 120 VAC? One solution
is to use the 240 VAC circuit on 120 VAC with no change in component values, halving the LED
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continuous current to 10 mA. If operation at 20 mA is required, double the capacitor value and
halve the resistor value.

The anti-parallel diodes in Figure 3.72 can be replaced with an anti-parallel LED. The
resulting pair of anti-parallel LED’s illuminate on alternating half-cycles of the AC sinewave.
This configuration draws 20 ma, splitting it equally between the LED’s on alternating AC half
cycles. Each LED only receives 10 mA due to this sharing. The same is true of the LED anti-
parallel combination with a rectifier. The LED only receives 10 ma. If 20 mA was required for
the LED(s), The capacitor value in uF could be doubled and the resistor halved.

The forward voltage drop of LED’s is inversely proportional to the wavelength ()\). As wave-
length decreases going from infrared to visible colors to ultraviolet, V; increases. While this
trend is most obvious in the various devices from a single manufacturer, The voltage range for
a particular color LED from various manufacturers varies. This range of voltages is shown in
Table 3.2.

Table 3.2: Optical and electrical properties of LED’s

LED Anm (=10 °m) | V,;(from) | V; (to)
infrared 940 1.2 1.7

red 660 1.5 2.4
orange 602-620 2.1 2.2
yellow, green 560-595 1.7 2.8
white, blue, violet | - 3 4
ultraviolet 370 4.2 4.8

As lamps, LEDs are superior to incandescent bulbs in many ways. First and foremost is
efficiency: LEDs output far more light power per watt of electrical input than an incandescent
lamp. This is a significant advantage if the circuit in question is battery-powered, efficiency
translating to longer battery life. Second is the fact that LEDs are far more reliable, having
a much greater service life than incandescent lamps. This is because LEDs are “cold” devices:
they operate at much cooler temperatures than an incandescent lamp with a white-hot metal
filament, susceptible to breakage from mechanical and thermal shock. Third is the high speed
at which LEDs may be turned on and off. This advantage is also due to the “cold” operation
of LEDs: they don’t have to overcome thermal inertia in transitioning from off to on or vice
versa. For this reason, LEDs are used to transmit digital (on/off) information as pulses of light,
conducted in empty space or through fiber-optic cable, at very high rates of speed (millions of
pulses per second).

LEDs excel in monochromatic lighting applications like traffic signals and automotive tail
lights. Incandescents are abysmal in this application since they require filtering, decreasing
efficiency. LEDs do not require filtering.

One major disadvantage of using LEDs as sources of illumination is their monochromatic
(single-color) emission. No one wants to read a book under the light of a red, green, or blue
LED. However, if used in combination, LED colors may be mixed for a more broad-spectrum
glow. A new broad spectrum light source is the white LED. While small white panel indicators
have been available for many years, illumination grade devices are still in development.

A white LED is a blue LED exciting a phosphor which emits yellow light. The blue plus
yellow approximates white light. The nature of the phosphor determines the characteristics of
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Table 3.3: Efficiency of lighting

Lamp type Efficiency lumen/watt | Life hrs | notes

White LED 35 100,000 | costly

White LED, future 100 100,000 | R&D target
Incandescent 12 1000 inexpensive
Halogen 15-17 2000 high quality light
Compact fluorescent | 50-100 10,000 cost effective
Sodium vapor, lp 70-200 20,000 outdoor

Mercury vapor 13-48 18,000 outdoor

the light. A red phosphor may be added to improve the quality of the yellow plus blue mixture
at the expense of efficiency. Table 3.3 compares white illumination LEDs to expected future
devices and other conventional lamps. Efficiency is measured in lumens of light output per
watt of input power. If the 50 lumens/watt device can be improved to 100 lumens/watt, white
LEDs will be comparable to compact fluorescent lamps in efficiency.

3.12.4 Laser diodes

The laser diode is a further development upon the regular light-emitting diode, or LED. The
term “laser” itself'is actually an acronym, despite the fact its often written in lower-case letters.
“Laser” stands for Light Amplification by Stimulated Emission of Radiation, and refers to
another strange quantum process whereby characteristic light emitted by electrons falling
from high-level to low-level energy states in a material stimulate other electrons in a substance
to make similar “jumps,” the result being a synchronized output of light from the material. This
synchronization extends to the actual phase of the emitted light, so that all light waves emitted
from a “lasing” material are not just the same frequency (color), but also the same phase as
each other, so that they reinforce one another and are able to travel in a very tightly-confined,
nondispersing beam. This is why laser light stays so remarkably focused over long distances:
each and every light wave coming from the laser is in step with each other.

Incandescent lamps produce “white” (mixed-frequency, or mixed-color) light as in Figure 3.73
(a). Regular LEDs produce monochromatic light: same frequency (color), but different phases,
resulting in similar beam dispersion in Figure 3.73 (b). Laser LEDs produce coherent light:
light that is both monochromatic (single-color) and monophasic (single-phase), resulting in
precise beam confinement as in Figure 3.73 (c).

Laser light finds wide application in the modern world: everything from surveying, where
a straight and nondispersing light beam is very useful for precise sighting of measurement
markers, to the reading and writing of optical disks, where only the narrowness of a focused
laser beam is able to resolve the microscopic “pits” in the disk’s surface comprising the binary
T’s and 0’s of digital information.

Some laser diodes require special high-power “pulsing” circuits to deliver large quantities of
voltage and current in short bursts. Other laser diodes may be operated continuously at lower
power. In the continuous laser, laser action occurs only within a certain range of diode current,
necessitating some form of current-regulator circuit. As laser diodes age, their power require-
ments may change (more current required for less output power), but it should be remembered
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Figure 3.73: (a) White light of many wavelengths. (b) Mono-chromatic LED light, a single
wavelength. (c) Phase coherent laser light.

that low-power laser diodes, like LEDs, are fairly long-lived devices, with typical service lives
in the tens of thousands of hours.

3.12.5 Photodiodes

A photodiode is a diode optimized to produce an electron current flow in response to irradia-
tion by ultraviolet, visible, or infrared light. Silicon is most often used to fabricate photodiodes;
though, germanium and gallium arsenide can be used. The junction through which light en-
ters the semiconductor must be thin enough to pass most of the light on to the active region
(depletion region) where light is converted to electron hole pairs.

In Figure 3.74 a shallow P-type diffusion into an N-type wafer produces a PN junction near
the surface of the wafer. The P-type layer needs to be thin to pass as much light as possible.
A heavy N+ diffusion on the back of the wafer makes contact with metalization. The top
metalization may be a fine grid of metallic fingers on the top of the wafer for large cells. In
small photodiodes, the top contact might be a sole bond wire contacting the bare P-type silicon
top.

Light entering the top of the photodiode stack fall off exponentially in with depth of the
silicon. A thin top P-type layer allows most photons to pass into the depletion region where
electron-hole pairs are formed. The electric field across the depletion region due to the built in
diode potential causes electrons to be swept into the N-layer, holes into the P-layer. Actually
electron-hole pairs may be formed in any of the semiconductor regions. However, those formed
in the depletion region are most likely to be separated into the respective N and P-regions.
Many of the electron-hole pairs formed in the P and N-regions recombine. Only a few do so
in the depletion region. Thus, a few electron-hole pairs in the N and P-regions, and most in
the depletion region contribute to photocurrent, that current resulting from light falling on the
photodiode.

The voltage out of a photodiode may be observed. However, operation in this photovoltaic
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Figure 3.74: Photodiode: Schematic symbol and cross section.

(PV) mode is not linear over a large dynamic range. Though, it is sensitive and low noise at
low frequencies, < 100 kHz. The preferred mode of operation is often photocurrent (PC) mode
because the current is linearly proportional to light flux over several decades of intensity, and
higher frequency response can be achieved. PC mode is achieved with reverse bias or zero
bias on the photodiode. A current amplifier (transimpedance amplifier) should be used with
a photodiode in PC mode. Linearity and PC mode are achieved as long as the diode does not
become forward biased.

High speed operation is often required of photodiodes, as opposed to solar cells. Speed
is a function of diode capacitance, which can be minimized by decreasing cell area. Thus, a
sensor for a high speed fiber optic link will use an area no larger than necessary, say 1 mm?.
Capacitance may also be decreased by increasing the thickness of the depletion region, in the
manufacturing process or by increasing the reverse bias on the diode.

PIN diode The p-i-n diode or PIN diode is a photodiode with an intrinsic layer between
the P and N-regions as in Figure 3.75. The P-Intrinsic-N structure increases the distance
between the P and N conductive layers, decreasing capacitance, increasing speed. The volume
of the photo sensitive region also increases, enhancing conversion efficiency. The bandwidth
can extend to 10’s of gHz. PIN photodiodes are the preferred for high sensitivity, and high
speed at moderate cost.

Avalanche photo diode:An avalanche photodiode (APD)designed to operate at high re-
verse bias exhibits an electron multiplier effect analogous to a photomultiplier tube. The re-
verse bias can run from 10’s of volts to nearly 2000 V. The high level of reverse bias accelerates
photon created electron-hole pairs in the intrinsic region to a high enough velocity to free addi-
tional carriers from collisions with the crystal lattice. Thus, many electrons per photon result.
The motivation for the APD is to achieve amplification within the photodiode to overcome noise
in external amplifiers. This works to some extent. However, the APD creates noise of its own.
At high speed the APD is superior to a PIN diode amplifier combination, though not for low
speed applications. APD’s are expensive, roughly the price of a photomultiplier tube. So, they
are only competitive with PIN photodiodes for niche applications. One such application is
single photon counting as applied to nuclear physics.
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Figure 3.75: PIN photodiode: The intrinsic region increases the thickness of the depletion
region.

3.12.6 Solar cells

A photodiode optimized for efficiently delivering power to a load is the solar cell. It operates in
photovoltaic mode (PV) because it is forward biased by the voltage developed across the load
resistance.

Monocrystalline solar cells are manufactured in a process similar to semiconductor pro-
cessing. This involves growing a single crystal boule from molten high purity silicon (P-type),
though, not as high purity as for semiconductors. The boule is diamond sawed or wire sawed
into wafers. The ends of the boule must be discarded or recycled, and silicon is lost in the saw
kerf. Since modern cells are nearly square, silicon is lost in squaring the boule. Cells may be
etched to texture (roughen) the surface to help trap light within the cell. Considerable silicon
is lost in producing the 10 or 15 cm square wafers. These days (2007) it is common for solar
cell manufacturer to purchase the wafers at this stage from a supplier to the semiconductor
industry.

P-type Wafers are loaded back-to-back into fused silica boats exposing only the outer surface
to the N-type dopant in the diffusion furnace. The diffusion process forms a thin n-type layer on
the top of the cell. The diffusion also shorts the edges of the cell front to back. The periphery
must be removed by plasma etching to unshort the cell. Silver and or aluminum paste is
screened on the back of the cell, and a silver grid on the front. These are sintered in a furnace
for good electrical contact. (Figure 3.76)

The cells are wired in series with metal ribbons. For charging 12 V batteries, 36 cells at
approximately 0.5 V are vacuum laminated between glass, and a polymer metal back. The
glass may have a textured surface to help trap light.

The ultimate commercial high efficiency (21.5%) single crystal silicon solar cells have all
contacts on the back of the cell. The active area of the cell is increased by moving the top (-)
contact conductors to the back of the cell. The top (-) contacts are normally made to the N-type
silicon on top of the cell. In Figure 3.77 the (-) contacts are made to N+ diffusions on the bottom
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Figure 3.76: Silicon Solar cell

interleaved with (+) contacts. The top surface is textured to aid in trapping light within the
cell.. [18]

Antireflectrive coating
Silicon dioxide passivation ——
N-type diffusion ——

P-type wafer

N* diffusion —
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P* diffusion
+ contact/

N* diffusi
Scontact —
Figure 3.77: High efficiency solar cell with all contacts on the back. Adapted from Figure 1[15]

Multicyrstalline silicon cells start out as molten silicon cast into a rectangular mold. As
the silicon cools, it crystallizes into a few large (mm to cm sized) randomly oriented crystals
instead of a single one. The remainder of the process is the same as for single crystal cells. The
finished cells show lines dividing the individual crystals, as if the cells were cracked. The high
efficiency is not quite as high as single crystal cells due to losses at crystal grain boundaries.
The cell surface cannot be roughened by etching due to the random orientation of the crystals.
However, an antireflectrive coating improves efficiency. These cells are competitive for all but
space applications.

Three layer cell: The highest efficiency solar cell is a stack of three cells tuned to absorb
different portions of the solar spectrum. Though three cells can be stacked atop one another,
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a monolithic single crystal structure of 20 semiconductor layers is more compact. At 32 %
efficiency, it is now (2007) favored over silicon for space application. The high cost prevents
it from finding many earth bound applications other than concentrators based on lenses or
mirrors.

Intensive research has recently produced a version enhanced for terrestrial concentrators
at 400 - 1000 suns and 40.7% efficiency. This requires either a big inexpensive Fresnel lens or
reflector and a small area of the expensive semiconductor. This combination is thought to be
competitive with inexpensive silicon cells for solar power plants. [9] [23]

Metal organic chemical vapor deposition (MOCVD) deposits the layers atop a P-type ger-
manium substrate. The top layers of N and P-type gallium indium phosphide (GalnP) having
a band gap of 1.85 eV, absorbs ultraviolet and visible light. These wavelengths have enough
energy to exceed the band gap. Longer wavelengths (lower energy) do not have enough energy
to create electron-hole pairs, and pass on through to the next layer. A gallium arsenide layers
having a band gap of 1.42 eV, absorbs near infrared light. Finally the germanium layer and
substrate absorb far infrared. The series of three cells produce a voltage which is the sum of
the voltages of the three cells. The voltage developed by each material is 0.4 V less than the
band gap energy listed in Table 3.4. For example, for GalnP: 1.8 eV/e - 0.4 V = 1.4 V. For all
three the voltageis 1.4V +1.0V+0.3V=27V.[4]

Table 3.4: High efficiency triple layer solar cell.

Layer Band gap | Light absorbed
Gallium indium phosphide | 1.8 eV UV, visible
Gallium arsenide 1.4 eV near infrared
Germanium 0.7eV far infrared

Crystalline solar cell arrays have a long useable life. Many arrays are guaranteed for 25
years, and believed to be good for 40 years. They do not suffer initial degradation compared
with amorphous silicon.

Both single and multicrystalline solar cells are based on silicon wafers. The silicon is both
the substrate and the active device layers. Much silicon is consumed. This kind of cell has
been around for decades, and takes approximately 86% of the solar electric market. For further
information about crystalline solar cells see Honsberg. [8]

Amorphous silicon thin film solar cells use tiny amounts of the active raw material, sil-
icon. Approximately half the cost of conventional crystalline solar cells is the solar cell grade
silicon. The thin film deposition process reduces this cost. The downside is that efficiency is
about half that of conventional crystalline cells. Moreover, efficiency degrades by 15-35% upon
exposure to sunlight. A 7% efficient cell soon ages to 5% efficiency. Thin film amorphous silicon
cells work better than crystalline cells in dim light. They are put to good use in solar powered
calculators.

Non-silicon based solar cells make up about 7% of the market. These are thin-film poly-
crystalline products. Various compound semiconductors are the subject of research and devel-
opment. Some non-silicon products are in production. Generally, the efficiency is better than
amorphous silicon, but not nearly as good as crystalline silicon.

Cadmium telluride as a polycrystalline thin film on metal or glass can have a higher
efficiency than amorphous silicon thin films. If deposited on metal, that layer is the negative
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contact to the cadmium telluride thin film. The transparent P-type cadmium sulfide atop the
cadmium telluride serves as a buffer layer. The positive top contact is transparent, electrically
conductive fluorine doped tin oxide. These layers may be laid down on a sacrificial foil in place
of the glass in the process in the following pargraph. The sacrificial foil is removed after the
cell is mounted to a permanent substrate.

— glass substrate
—nTinoxide —
— cadmium suflde —
— p cadmium telluride
(phosphorus doped) —
™\ p+ lead telluride ——

metal substrate ——
metal contact

Figure 3.78: Cadmium telluride solar cell on glass or metal.

A process for depositing cadmium telluride on glass begins with the deposition of N-type
transparent, electrically conducive, tin oxide on a glass substrate. The next layer is P-type
cadmium telluride; though, N-type or intrinsic may be used. These two layers constitute the
NP junction. A P (heavy P-type) layer of lead telluride aids in establishing a low resistance
contact. A metal layer makes the final contact to the lead telluride. These layers may be laid
down by vacuum deposition, chemical vapor deposition (CVD), screen printing, electrodeposi-
tion, or atmospheric pressure chemical vapor deposition (APCVD) in helium. [10]

A variation of cadmium telluride is mercury cadmium telluride. Having lower bulk resis-
tance and lower contact resistance improves efficiency over cadmium telluride.

Cadmium Indium Gallium diSelenide: A most promising thin film solar cell at this
time (2007) is manufactured on a ten inch wide roll of flexible polyimide— Cadmium Indium
Gallium diSelenide (CIGS). It has a spectacular efficiency of 10%. Though, commercial grade
crystalline silicon cells surpassed this decades ago, CIGS should be cost competitive. The
deposition processes are at a low enough temperature to use a polyimide polymer as a substrate
instead of metal or glass. (Figure 3.79) The CIGS is manufactured in a roll to roll process,
which should drive down costs. GIGS cells may also be produced by an inherently low cost
electrochemical process. [7]

e REVIEW:

e Most solar cells are silicon single crystal or multicrystal because of their good efficiency
and moderate cost.

e Less efficient thin films of various amorphous or polycrystalline materials comprise the
rest of the market.
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Figure 3.79: Cadmium Indium Gallium diSelenide solar cell (CIGS)

e Table 3.5 compares selected solar cells.

3.12.7 Varicap or varactor diodes

A variable capacitance diode is known as a varicap diode or as a varactor. If a diode is reverse
biased, an insulating depletion region forms between the two semiconductive layers. In many
diodes the width of the depletion region may be changed by varying the reverse bias. This
varies the capacitance. This effect is accentuated in varicap diodes. The schematic symbols is
shown in Figure 3.80, one of which is packaged as common cathode dual diode.

v
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symbol voltage varicap diode

Figure 3.80: Varicap diode: Capacitance varies with reverse bias. This varies the frequency of
a resonant network.

If a varicap diode is part of a resonant circuit as in Figure 3.80, the frequency my be varied
with a control voltage, V...:ro1. A large capacitance, low X, in series with the varicap prevents
Viontror from being shorted out by inductor L. As long as the series capacitor is large, it has
minimal effect on the frequency of resonant circuit. C,ptiona may be used to set the center
resonant frequency. V. .,.ir0i can then vary the frequency about this point. Note that the re-
quired active circuitry to make the resonant network oscillate is not shown. For an example of
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Table 3.5: Solar cell properties

Solar cell type Maximum| Practical | Notes

effi- effi-
ciency ciency

Selenium, polycrystalline 0.7% - 1883, Charles Fritts

Silicon, single crystal - 4% 1950’s, first silicon solar cell

Silicon, single crystal PERL, | 25% - solar cars, cost=100x commer-

terrestrial, space cial

Silicon, single crystal, commer- | 24% 14-17% $5-$10/peak watt

cial terrestrial

Cypress Semiconductor, Sun- | 21.5% 19% all contacts on cell back

power, silicon single crystal

Gallium Indium Phosphide/ | - 32% Preferred for space.

Gallium Arsenide/ Germa-

nium, single crystal, multilayer

Advanced terrestrial version of | - 40.7% Uses optical concentrator.

above.

Silicon, multicrystalline 18.5% 15.5% -

Thin films, - - -

Silicon, amorphous 13% 5-7T% Degrades in sun light. Good in-
doors for calculators or cloudy
outdoors.

Cadmium telluride, polycrys- | 16% - glass or metal substrate

talline

Copper indium arsenide dise- | 18% 10% 10 inch flexible polymer web.

lenide, polycrystalline [17]

Organic polymer, 100% plastic | 4.5% - R&D project
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a varicap diode tuned AM radio receiver see “electronic varicap diode tuning,” (page 398)

Some varicap diodes may be referred to as abrupt, hyperabrupt, or super hyper abrupt.
These refer to the change in junction capacitance with changing reverse bias as being abrupt
or hyper-abrupt, or super hyperabrupt. These diodes offer a relatively large change in ca-
pacitance. This is useful when oscillators or filters are swept over a large frequency range.
Varying the bias of abrupt varicaps over the rated limits, changes capacitance by a 4:1 ratio,
hyperabrupt by 10:1, super hyperabrupt by 20:1.

Varactor diodes may be used in frequency multiplier circuits. See “Practical analog semi-
conductor circuits,” Varactor multiplier

3.12.8 Snap diode

The snap diode, also known as the step recovery diode is designed for use in high ratio fre-
quency multipliers up to 20 gHz. When the diode is forward biased, charge is stored in the PN
junction. This charge is drawn out as the diode is reverse biased. The diode looks like a low
impedance current source during forward bias. When reverse bias is applied it still looks like
a low impedance source until all the charge is withdrawn. It then “snaps” to a high impedance
state causing a voltage impulse, rich in harmonics. An applications is a comb generator, a
generator of many harmonics. Moderate power 2x and 4x multipliers are another application.

3.12.9 PIN diodes

A PIN diode is a fast low capacitance switching diode. Do not confuse a PIN switching diode
with a PIN photo diode (page 153). A PIN diode is manufactured like a silicon switching diode
with an intrinsic region added between the PN junction layers. This yields a thicker depletion
region, the insulating layer at the junction of a reverse biased diode. This results in lower
capacitance than a reverse biased switching diode.

PIN diodes are used in place of switching diodes in radio frequency (RF) applications, for
example, a T/R switch (page 400). The 1n4007 1000 V, 1 A general purpose power diode is
reported to be useable as a PIN switching diode. The high voltage rating of this diode is
achieved by the inclusion of an intrinsic layer dividing the PN junction. This intrinsic layer
makes the 1n4007 a PIN diode. Another PIN diode application is a the antenna switch (page
400) for a direction finder receiver.

PIN diodes serve as variable resistors when the forward bias is varied. One such application
is the voltage variable attenuator (page 400). The low capacitance characteristic of PIN diodes,
extends the frequency flat response of the attenuator to microwave frequencies.

3.12.10 IMPATT diode

iThe IMPact Avalanche Transit Time diode is a high power radio frequency (RF) generator
operating from 3 to 100 gHz. IMPATT diodes are fabricated from silicon, gallium arsenide, or
silicon carbide.

An IMPATT diode is reverse biased above the breakdown voltage. The high doping levels
produce a thin depletion region. The resulting high electric field rapidly accelerates carriers
which free other carriers in collisions with the crystal lattice. Holes are swept into the P
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Figure 3.81: Pin diode: Cross section aligned with schematic symbol.

region. Electrons drift toward the N regions. The cascading effect creates an avalanche current
which increases even as voltage across the junction decreases. The pulses of current lag the
voltage peak across the junction. A “negative resistance” effect in conjunction with a resonant
circuit produces oscillations at high power levels (high for semiconductors).

choke

A 1

avalanche

resonant circuit

Figure 3.82: IMPATT diode: Oscillator circuit and heavily doped P and N layers.

The resonant circuit in the schematic diagram of Figure 3.82 is the lumped circuit equiva-
lent of a waveguide section, where the IMPATT diode is mounted. DC reverse bias is applied
through a choke which keeps RF from being lost in the bias supply. This may be a section of
waveguide known as a bias Tee. Low power RADAR transmitters may use an IMPATT diode
as a power source. They are too noisy for use in the receiver. [20]
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3.12.11 Gunn diode

Diode, gunn Gunn diode

A gunn diode is solely composed of N-type semiconductor. As such, it is not a true diode.
Figure 3.83 shows a lightly doped N _ layer surrounded by heavily doped N+ layers. A voltage
applied across the N-type gallium arsenide gunn diode creates a strong electric field across the
lightly doped N~ layer.

choke —threshold

resonant circuit 1 \V/

Figure 3.83: Gunn diode: Oscillator circuit and cross section of only N-type semiconductor
diode.

As voltage is increased, conduction increases due to electrons in a low energy conduction
band. As voltage is increased beyond the threshold of approximately 1V, electrons move from
the lower conduction band to the higher energy conduction band where they no longer con-
tribute to conduction. In other words, as voltage increases, current decreases, a negative resis-
tance condition. The oscillation frequency is determined by the transit time of the conduction
electrons, which is inversely related to the thickness of the N~ layer.

The frequency may be controlled to some extent by embedding the gunn diode into a reso-
nant circuit. The lumped circuit equivalent shown in Figure 3.83 is actually a coaxial trans-
mission line or waveguide. Gallium arsenide gunn diodes are available for operation from 10
to 200 gHz at 5 to 65 mw power. Gunn diodes may also serve as amplifiers. [19] [14]

3.12.12 Shockley diode

The Shockley diodeis a 4-layer thyristor used to trigger larger thyristors. It only conducts in
one direction when triggered by a voltage exceeding the breakover voltage, about 20 V. See
“Thyristors,” The Shockley Diode. The bidirectional version is called a diac. See “Thyristors,”
The DIAC.

3.12.13 Constant-current diodes

A constant-current diode, also known as a current-limiting diode, or current-regulating diode,
does exactly what its name implies: it regulates current through it to some maximum level.
The constant current diode is a two terminal version of a JFET. If we try to force more current
through a constant-current diode than its current-regulation point, it simply “fights back” by
dropping more voltage. If we were to build the circuit in Figure 3.84(a) and plot diode current
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against diode voltage, we’d get a graph that rises at first and then levels off at the current
regulation point as in Figure 3.84(b).

Rdroppi ng

\/\/\/\ I diode

constant-current
diode

(@) (b)

Vdiode
Figure 3.84: Constant current diode: (a) Test circuit, (b) current vs voltage characteristic.

One application for a constant-current diode is to automatically limit current through an
LED or laser diode over a wide range of power supply voltages as in Figure ??.

Of course, the constant-current diode’s regulation point should be chosen to match the LED
or laser diode’s optimum forward current. This is especially important for the laser diode, not
so much for the LED, as regular LEDs tend to be more tolerant of forward current variations.

Another application is in the charging of small secondary-cell batteries, where a constant
charging current leads to predictable charging times. Of course, large secondary-cell battery
banks might also benefit from constant-current charging, but constant-current diodes tend to
be very small devices, limited to regulating currents in the milliamp range.

3.13 Other diode technologies
3.13.1 SiC diodes

Diodes manufactured from silicon carbide are capable of high temperature operation to 400°C.
This could be in a high temperature environment: down hole oil well logging, gas turbine
engines, auto engines. Or, operation in a moderate environment at high power dissipation.
Nuclear and space applications are promising as SiC is 100 times more resistant to radiation
compared with silicon. SiC is a better conductor of heat than any metal. Thus, SiC is better
than silicon at conducting away heat. Breakdown voltage is several kV. SiC power devices are
expected to reduce electrical energy losses in the power industry by a factor of 100.

3.13.2 Polymer diode

Diodes based on organic chemicals have been produce using low temperature processes. Hole
rich and electron rich conductive polymers may be ink jet printed in layers. Most of the re-
search and development is of the organic LED (OLED). However, development of inexpensive
printable organic RFID (radio frequency identification) tags is on going. In this effort, a pen-
tacene organic rectifier has been operated at 50 MHz. Rectification to 800 MHz is a develop-
ment goal. An inexpensive metal insulator metal (MIM) diode acting like a back-to-back zener
diode clipper has been delveloped. Also, a tunnel diode like device has been fabricated.
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3.14 SPICE models

The SPICE circuit simulation program provides for modeling diodes in circuit simulations.
The diode model is based on characterization of individual devices as described in a product
data sheet and manufacturing process characteristics not listed. Some information has been
extracted from a 1N4004 data sheet in Figure 3.85.
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V¢ instaneous forward voltage (V) Vg reverse voltage (V)
Max avg rectified current I (A) 1 Forward voltage drop Ve (V) 1
Peak repetitive reverse voltage Vggy (V) 400 @I (A) 1
Peak forward surge current Igy (A) 30 Max reverse current Iz (MA) 5
Total capacitance C; (pF) 15 @ Vg (V) 400

Figure 3.85: Data sheet 1N4004 excerpt, after [6].

The diode statement begins with a diode element name which must begin with “d” plus
optional characters. Example diode element names include: d1, d2, dtest, da, db, d101. Two
node numbers specify the connection of the anode and cathode, respectively, to other compo-
nents. The node numbers are followed by a model name, referring to a subsequent “.model”
statement.

The model statement line begins with “.model,” followed by the model name matching
one or more diode statements. Next, a “d” indicates a diode is being modeled. The remain-
der of the model statement is a list of optional diode parameters of the form Parameter-
Name=ParameterValue. None are used in Example below. Example2 has some parameters
defined. For a list of diode parameters, see Table 3.6.

General form: d[name] [anode] [cathode] [model]
-.model ([modelname] d [parmtrl=x] [parmtr2=y] . . .)

Example: dl 1 2 modl
.model modl d
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Example2: D2 1 2 DalN4004
-model DalN4004 D (1S=18.8n RS=0 BV=400 IBV=5.00u CJO=30
M=0.333 N=2)

The easiest approach to take for a SPICE model is the same as for a data sheet: consult
the manufacturer’s web site. Table 3.7 lists the model parameters for some selected diodes. A
fallback strategy is to build a SPICE model from those parameters listed on the data sheet.
A third strategy, not considered here, is to take measurements of an actual device. Then,
calculate, compare and adjust the SPICE parameters to the measurements.

Table 3.6: Diode SPICE parameters

Symbol | Name | Parameter Units | Default

Is IS Saturation current (diode equa- | A 1E-14
tion)

Rg RS Parsitic resistance (series resis- | 2 0
tance)

n N Emission coefficient, 1 to 2 - 1

o TT Transit time S 0

Cp(0) CJO Zero-bias junction capacitance | F 0

Ion VdJ Junction potential A\ 1

m M Junction grading coefficient - 0.5

- - 0.33 for linearly graded junc- | - -
tion

- - 0.5 for abrupt junction - -

E, EG Activation energy: eV 111

- - Si: 1.11 - -

- - Ge: 0.67 - -

- - Schottky: 0.69 - -

p: XTI IS temperature exponent - 3.0

- - pn junction: 3.0 - -

- - Schottky: 2.0 - -

ky KF Flicker noise coefficient - 0

as AF Flicker noise exponent - 1

FC FC Forward bias depletion capaci- | - 0.5
tance coefficient

BV BV Reverse breakdown voltage \'% 0

IBV IBV Reverse breakdown current A 1E-3

If diode parameters are not specified as in “Example” model above, the parameters take on
the default values listed in Table 3.6 and Table 3.7. These defaults model integrated circuit
diodes. These are certainly adequate for preliminary work with discrete devices For more
critical work, use SPICE models supplied by the manufacturer [5], SPICE vendors, and other
sources. [16]

Otherwise, derive some of the parameters from the data sheet. First select a value for spice



166 CHAPTER 3. DIODES AND RECTIFIERS

Table 3.7: SPICE parameters for selected diodes; sk=schottky Ge=germanium; else silicon.

Part IS RS N TT CJO M VJ | EG | XTI | BV | IBV
Default 1E-14 | O 1 0 0 0.5 1 1.11 | 3 00 Im
IN5711sk | 315n | 2.8 2.03 1.44n | 2.00p | 0.333 | - 0.69 | 2 70 10u
IN5712 sk | 680p | 12 1.003 | 50p 1.0p | 0.5 06 | 069 |2 20 | -
IN34 Ge 200p | 84m 2.19 144n | 4.82p | 0.333 | 0.75| 0.67 | - 60 15u
1N4148 35p 64m 124 |50n |4.0p | 0.285 | 0.6 | - - 75 | -
1N3891 63n 9.6m | 2 110n | 114p | 0.255 | 0.6 | - - 250 | -
10A04 10A | 844n | 2.06m | 2.06 | 4.32u | 277p | 0.333 | - - - 400 | 10u
1N4004 76.9n | 42.2m | 1.45 | 4.32u | 39.8p | 0.333 | - - - 400 | 5u
1A

1N4004 18.8n | - 2 - 30p 0.333 | - - - 400 | 5u
data sheet

parameter N between 1 and 2. It is required for the diode equation (n). Massobrio [1] pp 9,
recommends ”.. n, the emission coefficient is usually about 2.” In Table 3.7, we see that power
rectifiers 1IN3891 (12 A), and 10A04 (10 A) both use about 2. The first four in the table are not
relevant because they are schottky, schottky, germanium, and silicon small signal, respectively.
The saturation current, IS, is derived from the diode equation, a value of (Vp, Ip) on the graph
in Figure 3.85, and N=2 (n in the diode equation).

Ip = Ig(eVP/mVr 1)
Vpr = 26 mV at 25°C n=2.0 Vp = 0.925 V at 1 A from graph
1A = IS(6(04925V)/(2)(26mV) ~1)

IS = 18.8E-9

The numerical values of IS=18.8n and N=2 are entered in last line of Table 3.7 for compar-
ison to the manufacturers model for 1N4004, which is considerably different. RS defaults to 0
for now. It will be estimated later. The important DC static parameters are N, IS, and RS.

Rashid [15] suggests that TT, 7p, the transit time, be approximated from the reverse re-
covery stored charge Qgrr, a data sheet parameter (not available on our data sheet) and I,
forward current.

Ip = Ig(e"P/mVr —1)

Qrr/ 1 F

™D

We take the TT=0 default for lack of Qrr. Though it would be reasonable to take TT for a
similar rectifier like the 10A04 at 4.32u. The 1N3891 TT is not a valid choice because it is a
fast recovery rectifier. CJO, the zero bias junction capacitance is estimated from the Vi vs C;



3.14. SPICE MODELS 167

graph in Figure 3.85. The capacitance at the nearest to zero voltage on the graph is 30 pF at
1 V. If simulating high speed transient response, as in switching regulator power supplies, TT
and CJO parameters must be provided.

The junction grading coefficient M is related to the doping profile of the junction. This is not
a data sheet item. The default is 0.5 for an abrupt junction. We opt for M=0.333 corresponding
to a linearly graded junction. The power rectifiers in Table 3.7 use lower values for M than 0.5.

We take the default values for VJ and EG. Many more diodes use VJ=0.6 than shown in
Table 3.7. However the 10A04 rectifier uses the default, which we use for our 1IN4004 model
(DalN4001 in Table 3.6). Use the default EG=1.11 for silicon diodes and rectifiers. Table 3.6
lists values for schottky and germanium diodes. Take the XTI=3, the default IS temperature
coefficient for silicon devices. See Table 3.6 for XTI for schottky diodes.

The abbreviated data sheet, Figure 3.85, lists Iz =5 yA @ Vi = 400 V, corresponding to
IBV=5u and BV=400 respectively. The 1n4004 SPICE parameters derived from the data sheet
are listed in the last line of Table 3.7 for comparison to the manufacturer’s model listed above
it. BV is only necessary if the simulation exceeds the reverse breakdown voltage of the diode,
as is the case for zener diodes. IBV, reverse breakdown current, is frequently omitted, but may
be entered if provided with BV.

Figure 3.86 shows a circuit to compare the manufacturers model, the model derived from
the datasheet, and the default model using default parameters. The three dummy 0 V sources
are necessary for diode current measurement. The 1 V source is swept from 0 to 1.4 V in 0.2
mV steps. See .DC statement in the netlist in Table 3.8. DI1IN4004 is the manufacturer’s diode
model, DalN4004 is our derived diode model.

1 D1 D2 D3
1V
ov ov ov
O g A
Figure 3.86: SPICE circuit for comparison of manufacturer model (D1), calculated datasheet
model (D2), and default model (D3).

We compare the three models in Figure 3.87. and to the datasheet graph data in Table 3.9.
VD is the diode voltage versus the diode currents for the manufacturer’s model, our calculated
datasheet model and the default diode model. The last column “1N4004 graph” is from the
datasheet voltage versus current curve in Figure 3.85 which we attempt to match. Comparison
of the currents for the three model to the last column shows that the default model is good at
low currents, the manufacturer’s model is good at high currents, and our calculated datasheet
model is best of all up to 1 A. Agreement is almost perfect at 1 A because the IS calculation is
based on diode voltage at 1 A. Our model grossly over states current above 1 A.

The solution is to increase RS from the default RS=0. Changing RS from 0 to 8m in the
datasheet model causes the curve to intersect 10 A (not shown) at the same voltage as the
manufacturer’s model. Increasing RS to 28.6m shifts the curve further to the right as shown in
Figure 3.88. This has the effect of more closely matching our datasheet model to the datasheet
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Table 3.8: SPICE netlist parameters: (D1) DI1N4004 manufacturer’s model, (D2) DalN40004
datasheet derived, (D3) default diode model.
*SPICE circuit <03468.eps> from XCircuit v3.20

D1 1 5 DI1N4004

V1500

D2 1 3 DalN4004

V2300

D3 1 4 Default

V3400

V4101

.DC V4 0 1400mV 0.2m

-model DalN4004 D (1S=18.8n RS=0 BV=400 IBV=5.00u CJ0O=30

+M=0.333 N=2.0 TT=0)

-MODEL DI1N4004 D (I1S=76.9n RS=42.0m BV=400 IBV=5.00u CJ0=39.8p
+M=0.333 N=1.45 TT=4.32u)

-MODEL Default D

.end

A — w2#branch—- v3#branch
— wil#branch

10‘0 ....................... ; ............. -..._; ....... ; .................... =

: = : :

H a H H

= - A =

: ey :

: 3z :

: E ] :
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Figure 3.87: First trial of manufacturer model, calculated datasheet model, and default model.
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Table 3.9: Comparison of manufacturer model, calculated datasheet model, and default model
to 1IN4004 datasheet graph of V vs L.

1N4004
index
graph
3500
0.01
4001
0.13
4500
0.7
4625
1.0
5000
2.0
5500
3.3
6000
5.3
6500
8.0
7000

VD

7.000000e-01

8.002000e-01

9.000000e-01

9.250000e-01

1.000000e-00

1.100000e+00

1.200000e+00

1.300000e+00

1.400000e+00

model

manufacturer

1.612924e+00

3.346832e+00

5.310740e+00

5.823654e+00

7.395953e+00

9.548779e+00

1.174489e+01

1.397087e+01

1.621861e+01

model

datasheet

1.416211e-02

9.825960e-02

6.764928e-01

1.096870e+00

4._.675526e+00

3.231452e+01

2.233392e+02

1.543591e+03

1.066840e+04

model

default

5.674683e-03

2.731709e-01

1.294824e+01

3.404037e+01

6.185078e+02

2.954471e+04

1.411283e+06

6.741379e+07

3.220203e+09 12.
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graph (Figure 3.85). Table 3.10 shows that the current 1.224470e+01 A at 1.4 V matches the
graph at 12 A. However, the current at 0.925 V has degraded from 1.096870e+00 above to
7.318536e-01.

n —

10,0

w2#branch

e

manuf acturer

wI3#branch
vl#branch

datasheet

[y
+
a

Figure 3.88: Second trial to improve calculated datasheet model compared with manufacturer
model and default model.

Table 3.10: Changing DalN4004 model statement RS=0 to RS=28.6m decreases the current at

-model DalN4004 D (1S=18.8n RS=28.6m

VD=1.4V to 12.2 A.
+M=0.333 N=2.0 TT=0)
index VD

3505 7.010000e-01
4000 8.000000e-01
4500 9.000000e-01
4625 9.250000e-01
5000 1.000000e-00
5500 1.100000e+00
6000 1.200000e+00
6500 1.300000e+00
7000 1.400000e+00

model

manufacturer
1.628276e+00
3.343072e+00
5.310740e+00
5.823654e+00
7 .395953e+00
9.548779e+00
1.174489e+01
1.397087e+01
1.621861e+01

BV=400

model

datasheet
1.432463e-02
9.297594e-02
5.102139e-01
7.318536e-01
1.763520e+00
3.848553e+00
6.419621e+00
9.254581e+00
1.224470e+01

IBV=5.00u CJO=30

1IN4001

Suggested reader exercise: decrease N so that the current at VD=0.925 V is restored to 1
A. This may increase the current (12.2 A) at VD=1.4 V requiring an increase of RS to decrease

current to

12 A.

Zener diode: There are two approaches to modeling a zener diode: set the BV parameter
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to the zener voltage in the model statement, or model the zener with a subcircuit containing a
diode clamper set to the zener voltage. An example of the first approach sets the breakdown
voltage BV to 15 for the 1n4469 15V zener diode model (IBV optional):

-model D1N4469 D ( Bv=15 IBV=17m )

The second approach models the zener with a subcircuit. Clamper D1 and VZ in Figure ??
models the 15 V reverse breakdown voltage of a 1IN4477A zener diode. Diode DR accounts for
the forward conduction of the zener in the subcircuit.

_.SUBCKT DI-1N4744A
12
* Terminals A K
D1 1 2 DF
DZ 3 1 DR
VZ 2 3 13.7
_MODEL DF D (
1S=27.5p RS=0.620
N=1.10
+ CJO=78.3p
A D1 VJ=1.00 M=0.330
3 TT=50.1n )
_MODEL DR D (
13.7V 1S=5.49F RS=0.804
K N=1.77 )
_ENDS

Figure 3.89: Zener diode subcircuit uses clamper (D1 and VZ) to model zener.

Tunnel diode: A tunnel diode may be modeled by a pair of field effect transistors (JFET)
in a SPICE subcircuit. [11] An oscillator circuit is also shown in this reference.

Gunn diode: A Gunn diode may also be modeled by a pair of JFET’s. [12] This reference
shows a microwave relaxation oscillator.

e REVIEW:

Diodes are described in SPICE by a diode component statement referring to .model state-
ment. The .model statement contains parameters describing the diode. If parameters are
not provided, the model takes on default values.

Static DC parameters include N, IS, and RS. Reverse breakdown parameters: BV, IBV.

Accurate dynamic timing requires TT and CJO parameters

Models provided by the manufacturer are highly recommended.
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Contributors

Contributors to this chapter are listed in chronological order of their contributions, from most
recent to first. See Appendix 2 (Contributor List) for dates and contact information.

Jered Wierzbicki (December 2002): Pointed out error in diode equation — Boltzmann’s
constant shown incorrectly.
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*** INCOMPLETE ***

4.1 Introduction

The invention of the bipolar transistor in 1948 ushered in a revolution in electronics. Technical
feats previously requiring relatively large, mechanically fragile, power-hungry vacuum tubes
were suddenly achievable with tiny, mechanically rugged, power-thrifty specks of crystalline
silicon. This revolution made possible the design and manufacture of lightweight, inexpensive
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electronic devices that we now take for granted. Understanding how transistors function is of
paramount importance to anyone interested in understanding modern electronics.

My intent here is to focus as exclusively as possible on the practical function and application
of bipolar transistors, rather than to explore the quantum world of semiconductor theory. Dis-
cussions of holes and electrons are better left to another chapter in my opinion. Here I want
to explore how to use these components, not analyze their intimate internal details. I don’t
mean to downplay the importance of understanding semiconductor physics, but sometimes
an intense focus on solid-state physics detracts from understanding these devices’ functions
on a component level. In taking this approach, however, I assume that the reader possesses
a certain minimum knowledge of semiconductors: the difference between "P” and "N” doped
semiconductors, the functional characteristics of a PN (diode) junction, and the meanings of
the terms "reverse biased” and "forward biased.” If these concepts are unclear to you, it is best
to refer to earlier chapters in this book before proceeding with this one.

A bipolar transistor consists of a three-layer sandwich” of doped (extrinsic) semiconductor
materials, either P-N-P or N-P-N. Each layer forming the transistor has a specific name, and
each layer is provided with a wire contact for connection to a circuit. Shown here are schematic
symbols and physical diagrams of these two transistor types:

PNP transistor

collector
collector
P
base base — N
P
emitter
emitter

schematic symbol physical diagram
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NPN transistor

collector
collector
N
base base — P
N
emitter
emitter
schematic symbol physical diagram

The only functional difference between a PNP transistor and an NPN transistor is the
proper biasing (polarity) of the junctions when operating. For any given state of operation, the
current directions and voltage polarities for each type of transistor are exactly opposite each
other.

Bipolar transistors work as current-controlled current regulators. In other words, they
restrict the amount of current that can go through them according to a smaller, controlling
current. The main current that is controlled goes from collector to emitter, or from emitter
to collector, depending on the type of transistor it is (PNP or NPN, respectively). The small
current that controls the main current goes from base to emitter, or from emitter to base, once
again depending on the type of transistor it is (PNP or NPN, respectively). According to the
confusing standards of semiconductor symbology, the arrow always points against the direction

of electron flow:

=4 =4
I il

—> =small, controlling current

— = large, controlled current

Bipolar transistors are called bipolar because the main flow of electrons through them takes
place in two types of semiconductor material: P and N, as the main current goes from emitter
to collector (or vice versa). In other words, two types of charge carriers — electrons and holes —
comprise this main current through the transistor.
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As you can see, the controlling current and the controlled current always mesh together
through the emitter wire, and their electrons always flow against the direction of the transis-
tor’s arrow. This is the first and foremost rule in the use of transistors: all currents must be
going in the proper directions for the device to work as a current regulator. The small, con-
trolling current is usually referred to simply as the base current because it is the only current
that goes through the base wire of the transistor. Conversely, the large, controlled current is
referred to as the collector current because it is the only current that goes through the collector
wire. The emitter current is the sum of the base and collector currents, in compliance with
Kirchhoff’s Current Law.

If there is no current through the base of the transistor, it shuts off like an open switch and
prevents current through the collector. If there is a base current, then the transistor turns
on like a closed switch and allows a proportional amount of current through the collector.
Collector current is primarily limited by the base current, regardless of the amount of voltage
available to push it. The next section will explore in more detail the use of bipolar transistors
as switching elements.

e REVIEW:

e Bipolar transistors are so named because the controlled current must go through fwo
types of semiconductor material: P and N. The current consists of both electron and hole
flow, in different parts of the transistor.

e Bipolar transistors consist of either a P-N-P or an N-P-N semiconductor "sandwich” struc-
ture.

e The three leads of a bipolar transistor are called the Emitter, Base, and Collector.

e Transistors function as current regulators by allowing a small current to control a larger
current. The amount of current allowed between collector and emitter is primarily deter-
mined by the amount of current moving between base and emitter.

e In order for a transistor to properly function as a current regulator, the controlling (base)
current and the controlled (collector) currents must be going in the proper directions:
meshing additively at the emitter and going against the emitter arrow symbol.

4.2 The transistor as a switch

Because a transistor’s collector current is proportionally limited by its base current, it can be
used as a sort of current-controlled switch. A relatively small flow of electrons sent through
the base of the transistor has the ability to exert control over a much larger flow of electrons
through the collector.

Suppose we had a lamp that we wanted to turn on and off by means of a switch. Such a
circuit would be extremely simple:
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switch S—

For the sake of illustration, let’s insert a transistor in place of the switch to show how it can
control the flow of electrons through the lamp. Remember that the controlled current through
a transistor must go between collector and emitter. Since its the current through the lamp
that we want to control, we must position the collector and emitter of our transistor where the
two contacts of the switch are now. We must also make sure that the lamp’s current will move
against the direction of the emitter arrow symbol to ensure that the transistor’s junction bias
will be correct:

N
N

NPN —
transistor D

In this example I happened to choose an NPN transistor. A PNP transistor could also have
been chosen for the job, and its application would look like this:

N
N

PNP —
transistor —

The choice between NPN and PNP is really arbitrary. All that matters is that the proper
current directions are maintained for the sake of correct junction biasing (electron flow going
against the transistor symbol’s arrow).

Going back to the NPN transistor in our example circuit, we are faced with the need to
add something more so that we can have base current. Without a connection to the base wire
of the transistor, base current will be zero, and the transistor cannot turn on, resulting in a
lamp that is always off. Remember that for an NPN transistor, base current must consist of
electrons flowing from emitter to base (against the emitter arrow symbol, just like the lamp
current). Perhaps the simplest thing to do would be to connect a switch between the base and
collector wires of the transistor like this:
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switch -

If the switch is open, the base wire of the transistor will be left "floating” (not connected
to anything) and there will be no current through it. In this state, the transistor is said to be
cutoff. If the switch is closed, however, electrons will be able to flow from the emitter through
to the base of the transistor, through the switch and up to the left side of the lamp, back to
the positive side of the battery. This base current will enable a much larger flow of electrons
from the emitter through to the collector, thus lighting up the lamp. In this state of maximum
circuit current, the transistor is said to be saturated.

— (R
= -~ L
switch T —

&~

Of course, it may seem pointless to use a transistor in this capacity to control the lamp.
After all, we're still using a switch in the circuit, aren’t we? If we're still using a switch to
control the lamp — if only indirectly — then what’s the point of having a transistor to control
the current? Why not just go back to our original circuit and use the switch directly to control
the lamp current?

There are a couple of points to be made here, actually. First is the fact that when used in
this manner, the switch contacts need only handle what little base current is necessary to turn
the transistor on, while the transistor itself handles the majority of the lamp’s current. This
may be an important advantage if the switch has a low current rating: a small switch may be
used to control a relatively high-current load. Perhaps more importantly, though, is the fact
that the current-controlling behavior of the transistor enables us to use something completely
different to turn the lamp on or off. Consider this example, where a solar cell is used to control
the transistor, which in turn controls the lamp:

<— g
NN T
WT = e

Or, we could use a thermocouple to provide the necessary base current to turn the transistor
on:
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Even a microphone of sufficient voltage and current output could be used to turn the tran-
sistor on, provided its output is rectified from AC to DC so that the emitter-base PN junction
within the transistor will always be forward-biased:

N
-

VT

%
microphone
\ %} e

---->

L
T

source of
sound

The point should be quite apparent by now: any sufficient source of DC current may be
used to turn the transistor on, and that source of current need only be a fraction of the amount
of current needed to energize the lamp. Here we see the transistor functioning not only as a
switch, but as a true amplifier: using a relatively low-power signal to control a relatively large
amount of power. Please note that the actual power for lighting up the lamp comes from the
battery to the right of the schematic. It is not as though the small signal current from the
solar cell, thermocouple, or microphone is being magically transformed into a greater amount
of power. Rather, those small power sources are simply controlling the battery’s power to light
up the lamp.

e REVIEW:

e Transistors may be used as switching elements to control DC power to a load. The
switched (controlled) current goes between emitter and collector, while the controlling
current goes between emitter and base.

e When a transistor has zero current through it, it is said to be in a state of cutoff (fully
nonconducting).

e When a transistor has maximum current through it, it is said to be in a state of saturation
(fully conducting).
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4.3 Meter check of a transistor

Bipolar transistors are constructed of a three-layer semiconductor "sandwich,” either PNP or
NPN. As such, they register as two diodes connected back-to-back when tested with a multi-

meter’s "resistance” or “diode check” functions:

PNP transistor

[ con @ collector
‘|
collector
- P
base base — N
) P
|:| emitter
+
emitter
B Both meters show continuity (low
resistance) through collector-base
[ con @ and emitter-base PN junctions.

Here I'm assuming the use of a multimeter with only a single continuity range (resistance)
function to check the PN junctions. Some multimeters are equipped with two separate conti-
nuity check functions: resistance and "diode check,” each with its own purpose. If your meter
has a designated ”diode check” function, use that rather than the "resistance” range, and the
meter will display the actual forward voltage of the PN junction and not just whether or not it
conducts current.
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L

PNP transistor

[ con @ collector
collector |
+ P
base base —{ N
+ P
|:| L emitter
emitter

Both meters show non-continuity
(high resistance) through collector-
[ con @ base and emitter-base PN junctions.

Meter readings will be exactly opposite, of course, for an NPN transistor, with both PN
junctions facing the other way. If a multimeter with a “diode check” function is used in this
test, it will be found that the emitter-base junction possesses a slightly greater forward voltage
drop than the collector-base junction. This forward voltage difference is due to the disparity in
doping concentration between the emitter and collector regions of the transistor: the emitter
is a much more heavily doped piece of semiconductor material than the collector, causing its
junction with the base to produce a higher forward voltage drop.

Knowing this, it becomes possible to determine which wire is which on an unmarked tran-
sistor. This is important because transistor packaging, unfortunately, is not standardized. All
bipolar transistors have three wires, of course, but the positions of the three wires on the actual
physical package are not arranged in any universal, standardized order.

Suppose a technician finds a bipolar transistor and proceeds to measure continuity with a
multimeter set in the "diode check” mode. Measuring between pairs of wires and recording the
values displayed by the meter, the technician obtains the following data:
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Unknown bipolar transistor

Which wires are emitter,
base, and collector?

Meter touching wire 1 (+) and 2 (-): "OL”

e Meter touching wire 1 (-) and 2 (+): "OL”

Meter touching wire 1 (+) and 3 (-): 0.655 volts

Meter touching wire 1 (-) and 3 (+): "OL”

Meter touching wire 2 (+) and 3 (-): 0.621 volts

Meter touching wire 2 (-) and 3 (+): "OL”

The only combinations of test points giving conducting meter readings are wires 1 and 3
(red test lead on 1 and black test lead on 3), and wires 2 and 3 (red test lead on 2 and black test
lead on 3). These two readings must indicate forward biasing of the emitter-to-base junction
(0.655 volts) and the collector-to-base junction (0.621 volts).

Now we look for the one wire common to both sets of conductive readings. It must be the
base connection of the transistor, because the base is the only layer of the three-layer device
common to both sets of PN junctions (emitter-base and collector-base). In this example, that
wire is number 3, being common to both the 1-3 and the 2-3 test point combinations. In both
those sets of meter readings, the black (-) meter test lead was touching wire 3, which tells us
that the base of this transistor is made of N-type semiconductor material (black = negative).
Thus, the transistor is an PNP type with base on wire 3, emitter on wire 1 and collector on
wire 2:
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1

Emitter >

3
Collector Base

Please note that the base wire in this example is not the middle lead of the transistor, as one
might expect from the three-layer "sandwich” model of a bipolar transistor. This is quite often
the case, and tends to confuse new students of electronics. The only way to be sure which lead
is which is by a meter check, or by referencing the manufacturer’s “data sheet” documentation
on that particular part number of transistor.

Knowing that a bipolar transistor behaves as two back-to-back diodes when tested with a
conductivity meter is helpful for identifying an unknown transistor purely by meter readings.
It is also helpful for a quick functional check of the transistor. If the technician were to mea-
sure continuity in any more than two or any less than two of the six test lead combinations,
he or she would immediately know that the transistor was defective (or else that it wasn’t a
bipolar transistor but rather something else — a distinct possibility if no part numbers can be
referenced for sure identification!). However, the "two diode” model of the transistor fails to
explain how or why it acts as an amplifying device.

To better illustrate this paradox, let’s examine one of the transistor switch circuits using
the physical diagram rather than the schematic symbol to represent the transistor. This way
the two PN junctions will be easier to see:

XN
-

T

N | collector
base —

P —
< |_NJ emitter

W

WT = |e

A grey-colored diagonal arrow shows the direction of electron flow through the emitter-base
junction. This part makes sense, since the electrons are flowing from the N-type emitter to the
P-type base: the junction is obviously forward-biased. However, the base-collector junction is
another matter entirely. Notice how the grey-colored thick arrow is pointing in the direction of



186 CHAPTER 4. BIPOLAR JUNCTION TRANSISTORS

electron flow (upwards) from base to collector. With the base made of P-type material and the
collector of N-type material, this direction of electron flow is clearly backwards to the direction
normally associated with a PN junction! A normal PN junction wouldn’t permit this "back-
ward” direction of flow, at least not without offering significant opposition. However, when the
transistor is saturated, there is very little opposition to electrons all the way from emitter to
collector, as evidenced by the lamp’s illumination!

Clearly then, something is going on here that defies the simple "two-diode” explanatory
model of the bipolar transistor. When I was first learning about transistor operation, I tried to
construct my own transistor from two back-to-back diodes, like this:

no light!
N
_/
A 1
no current! _
— v T
solar —
cell T —

Back-to-back diodes don't act
like a transistor!

My circuit didn’t work, and I was mystified. However useful the "two diode” description of
a transistor might be for testing purposes, it doesn’t explain how a transistor can behave as a
controlled switch.

What happens in a transistor is this: the reverse bias of the base-collector junction pre-
vents collector current when the transistor is in cutoff mode (that is, when there is no base
current). However, when the base-emitter junction is forward biased by the controlling signal,
the normally-blocking action of the base-collector junction is overridden and current is permit-
ted through the collector, despite the fact that electrons are going the "wrong way” through that
PN junction. This action is dependent on the quantum physics of semiconductor junctions, and
can only take place when the two junctions are properly spaced and the doping concentrations
of the three layers are properly proportioned. Two diodes wired in series fail to meet these
criteria, and so the top diode can never "turn on” when it is reversed biased, no matter how
much current goes through the bottom diode in the base wire loop.

That doping concentrations play a crucial part in the special abilities of the transistor is
further evidenced by the fact that collector and emitter are not interchangeable. If the tran-
sistor is merely viewed as two back-to-back PN junctions, or merely as a plain N-P-N or P-N-P
sandwich of materials, it may seem as though either end of the transistor could serve as collec-
tor or emitter. This, however, is not true. If connected "backwards” in a circuit, a base-collector
current will fail to control current between collector and emitter. Despite the fact that both the
emitter and collector layers of a bipolar transistor are of the same doping type (either N or P),
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they are definitely not identical!

So, current through the emitter-base junction allows current through the reverse-biased
base-collector junction. The action of base current can be thought of as "opening a gate” for
current through the collector. More specifically, any given amount of emitter-to-base current
permits a limited amount of base-to-collector current. For every electron that passes through
the emitter-base junction and on through the base wire, there is allowed a certain, restricted
number of electrons to pass through the base-collector junction and no more.

In the next section, this current-limiting behavior of the transistor will be investigated in
more detail.

¢ REVIEW:

e Tested with a multimeter in the "resistance” or diode check” modes, a transistor behaves
like two back-to-back PN (diode) junctions.

e The emitter-base PN junction has a slightly greater forward voltage drop than the collector-
base PN junction, due to more concentrated doping of the emitter semiconductor layer.

e The reverse-biased base-collector junction normally blocks any current from going through
the transistor between emitter and collector. However, that junction begins to conduct if
current is drawn through the base wire. Base current can be thought of as "opening a
gate” for a certain, limited amount of current through the collector.

4.4 Active mode operation

When a transistor is in the fully-off state (like an open switch), it is said to be cutoff. Con-
versely, when it is fully conductive between emitter and collector (passing as much current
through the collector as the collector power supply and load will allow), it is said to be sat-
urated. These are the two modes of operation explored thus far in using the transistor as a
switch.

However, bipolar transistors don’t have to be restricted to these two extreme modes of oper-
ation. As we learned in the previous section, base current "opens a gate” for a limited amount
of current through the collector. If this limit for the controlled current is greater than zero
but less than the maximum allowed by the power supply and load circuit, the transistor will
“throttle” the collector current in a mode somewhere between cutoff and saturation. This mode
of operation is called the active mode.

An automotive analogy for transistor operation is as follows: cutoff is the condition where
there is no motive force generated by the mechanical parts of the car to make it move. In cutoff
mode, the brake is engaged (zero base current), preventing motion (collector current). Active
mode is when the automobile is cruising at a constant, controlled speed (constant, controlled
collector current) as dictated by the driver. Saturation is when the automobile is driving up a
steep hill that prevents it from going as fast as the driver would wish. In other words, a "satu-
rated” automobile is one where the accelerator pedal is pushed all the way down (base current
calling for more collector current than can be provided by the power supply/load circuit).

I'll set up a circuit for SPICE simulation to demonstrate what happens when a transistor
is in its active mode of operation:
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Vammeter

2 1] 3

oV

1 —
—to =
Current |
source D

0 0 0

”Q” is the standard letter designation for a transistor in a schematic diagram, just as "R” is
for resistor and ”C” is for capacitor. In this circuit, we have an NPN transistor powered by a
battery (V) and controlled by current through a current source (I,). A current source is a device
that outputs a specific amount of current, generating as much or as little voltage as necessary
across its terminals to ensure that exact amount of current through it. Current sources are
notoriously difficult to find in nature (unlike voltage sources, which by contrast attempt to
maintain a constant voltage, outputting as much or as little current in the fulfillment of that
task), but can be simulated with a small collection of electronic components. As we are about
to see, transistors themselves tend to mimic the constant-current behavior of a current source
in their ability to regulate current at a fixed value.

In the SPICE simulation, I'll set the current source at a constant value of 20 pA, then vary
the voltage source (V) over a range of 0 to 2 volts and monitor how much current goes through
it. The "dummy” battery (Vg ,umeter) With its output of 0 volts serves merely to provide SPICE
with a circuit element for current measurement.

bipolar transistor simulation
il 0 1 dc 20u

ql 2 1 0 modl

vammeter 3 2 dc O

vl 3 0 dc

-model modl npn

.dc v1 0 2 0.05

-plot dc i(vammeter)

-end

type npn

is 1.00E-16
bf 100.000
nf 1.000
br 1.000

nr 1.000
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The constant base current of 20 A sets a collector current limit of 2 mA, exactly 100 times
as much. Notice how flat the curve is for collector current over the range of battery voltage
from 0 to 2 volts. The only exception to this featureless plot is at the very beginning, where the
battery increases from 0 volts to 0.25 volts. There, the collector current increases rapidly from
0 amps to its limit of 2 mA.

Let’s see what happens if we vary the battery voltage over a wider range, this time from 0
to 50 volts. We'll keep the base current steady at 20 pA:

bipolar transistor simulation
il 0 1 dc 20u

ql 2 1 0 modl

vammeter 3 2 dc O

vl 3 0 dc

-model modl npn

.dc vl 0 50 2

-plot dc i(vammeter)
-end

type npn

is 1.00E-16
bt 100.000
nf 1.000
br 1.000

nr 1.000
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mA — magl I {vammeter#branchl)
2‘0 Rl =
1.5 ..g. ........................ g
1.0 .é. ........................ g
O G, Eesessarasasasnsnrnenansn é ........................ g
0.0 s H H

0,0 20,0 40,0 60,0

sweep W

Same result! The collector current holds absolutely steady at 2 mA despite the fact that the
battery (v1) voltage varies all the way from 0 to 50 volts. It would appear from our simulation
that collector-to-emitter voltage has little effect over collector current, except at very low levels
(just above O volts). The transistor is acting as a current regulator, allowing exactly 2 mA
through the collector and no more.

Now let’s see what happens if we increase the controlling (I;) current from 20 uA to 75
1A, once again sweeping the battery (V) voltage from 0 to 50 volts and graphing the collector
current:

bipolar transistor simulation
il 0 1 dc 75u

gl 2 1 0 modl

vammeter 3 2 dc O

vl 3 0 dc

-model modl npn

.dc vl 0 50 2

-plot dc i(vammeter)

-end

type npn

is 1.00E-16
bf 100.000
nf 1.000
br 1.000

nr 1.000
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Not surprisingly, SPICE gives us a similar plot: a flat line, holding steady this time at 7.5
mA - exactly 100 times the base current — over the range of battery voltages from just above
0 volts to 50 volts. It appears that the base current is the deciding factor for collector current,
the V; battery voltage being irrelevant so long as its above a certain minimum level.

This voltage/current relationship is entirely different from what we’re used to seeing across
a resistor. With a resistor, current increases linearly as the voltage across it increases. Here,
with a transistor, current from emitter to collector stays limited at a fixed, maximum value no
matter how high the voltage across emitter and collector increases.

Often it is useful to superimpose several collector current/voltage graphs for different base
currents on the same graph. A collection of curves like this — one curve plotted for each distinct
level of base current — for a particular transistor is called the transistor’s characteristic curves:

9 —
e = 75 HA

Ioollector

mA

(MA) o = 40 PA
| pase = 20 HA
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Ecollector—to—emitter (V)
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Each curve on the graph reflects the collector current of the transistor, plotted over a range
of collector-to-emitter voltages, for a given amount of base current. Since a transistor tends to
act as a current regulator, limiting collector current to a proportion set by the base current, it is
useful to express this proportion as a standard transistor performance measure. Specifically,
the ratio of collector current to base current is known as the Beta ratio (symbolized by the
Greek letter (3):

Icollector
B =-___ "

Ibasze

B is also known as h,

Sometimes the 3 ratio is designated as "hy.,” a label used in a branch of mathematical
semiconductor analysis known as "hybrid parameters” which strives to achieve very precise
predictions of transistor performance with detailed equations. Hybrid parameter variables are
many, but they are all labeled with the general letter "h” and a specific subscript. The variable
“h;.” is just another (standardized) way of expressing the ratio of collector current to base
current, and is interchangeable with ”3.” Like all ratios, [ is unitless.

6 for any transistor is determined by its design: it cannot be altered after manufacture.
However, there are so many physical variables impacting § that it is rare to have two tran-
sistors of the same design exactly match. If a circuit design relies on equal 3 ratios between
multiple transistors, "matched sets” of transistors may be purchased at extra cost. However, it
is generally considered bad design practice to engineer circuits with such dependencies.

It would be nice if the 3 of a transistor remained stable for all operating conditions, but this
is not true in real life. For an actual transistor, the § ratio may vary by a factor of over 3 within
its operating current limits. For example, a transistor with advertised 3 of 50 may actually
test with I./I, ratios as low as 30 and as high as 100, depending on the amount of collector
current, the transistor’s temperature, and frequency of amplified signal, among other factors.
For tutorial purposes it is adequate to assume a constant 3 for any given transistor (which is
what SPICE tends to do in a simulation), but just realize that real life is not that simple!

Sometimes it is helpful for comprehension to "model” complex electronic components with
a collection of simpler, better-understood components. The following is a popular model shown
in many introductory electronics texts:
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E

NPN diode-rheostat model
C

e

This model casts the transistor as a combination of diode and rheostat (variable resistor).
Current through the base-emitter diode controls the resistance of the collector-emitter rheo-
stat (as implied by the dashed line connecting the two components), thus controlling collector
current. An NPN transistor is modeled in the figure shown, but a PNP transistor would be
only slightly different (only the base-emitter diode would be reversed). This model succeeds
in illustrating the basic concept of transistor amplification: how the base current signal can
exert control over the collector current. However, I personally don’t like this model because it
tends to miscommunicate the notion of a set amount of collector-emitter resistance for a given
amount of base current. If this were true, the transistor wouldn’t regulate collector current at
all like the characteristic curves show. Instead of the collector current curves flattening out
after their brief rise as the collector-emitter voltage increases, the collector current would be
directly proportional to collector-emitter voltage, rising steadily in a straight line on the graph.

A better transistor model, often seen in more advanced textbooks, is this:
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C

E

NPN diode-current source model

C

®

It casts the transistor as a combination of diode and current source, the output of the cur-
rent source being set at a multiple (3 ratio) of the base current. This model is far more accurate
in depicting the true input/output characteristics of a transistor: base current establishes a cer-
tain amount of collector current, rather than a certain amount of collector-emitter resistance
as the first model implies. Also, this model is favored when performing network analysis on
transistor circuits, the current source being a well-understood theoretical component. Unfor-
tunately, using a current source to model the transistor’s current-controlling behavior can be
misleading: in no way will the transistor ever act as a source of electrical energy, which the
current source symbol implies is a possibility.

My own personal suggestion for a transistor model substitutes a constant-current diode for
the current source:
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NPN diode-regulating diode model
C

E

Since no diode ever acts as a source of electrical energy, this analogy escapes the false
implication of the current source model as a source of power, while depicting the transis-
tor’s constant-current behavior better than the rheostat model. Another way to describe the
constant-current diode’s action would be to refer to it as a current regulator, so this transistor
illustration of mine might also be described as a diode-current regulator model. The greatest
disadvantage I see to this model is the relative obscurity of constant-current diodes. Many peo-
ple may be unfamiliar with their symbology or even of their existence, unlike either rheostats
or current sources, which are commonly known.

e REVIEW:

e A transistor is said to be in its active mode if it is operating somewhere between fully on
(saturated) and fully off (cutoff).

e Base current tends to regulate collector current. By regulate, we mean that no more
collector current may exist than what is allowed by the base current.

e The ratio between collector current and base current is called "Beta” (3) or "h¢.”.

e [ ratios are different for every transistor, and they tend to change for different operating
conditions.

4.5 The common-emitter amplifier

At the beginning of this chapter we saw how transistors could be used as switches, operating in
either their "saturation” or "cutoff” modes. In the last section we saw how transistors behave
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within their "active” modes, between the far limits of saturation and cutoff. Because transistors
are able to control current in an analog (infinitely divisible) fashion, they find use as amplifiers
for analog signals.

One of the simpler transistor amplifier circuits to study is the one used previously for illus-
trating the transistor’s switching ability:

S =

L= €

It is called the common-emitter configuration because (ignoring the power supply battery)
both the signal source and the load share the emitter lead as a common connection point. This
is not the only way in which a transistor may be used as an amplifier, as we will see in later
sections of this chapter:

\\‘\__ Vin
N

Before, this circuit was shown to illustrate how a relatively small current from a solar cell
could be used to saturate a transistor, resulting in the illumination of a lamp. Knowing now
that transistors are able to "throttle” their collector currents according to the amount of base
current supplied by an input signal source, we should be able to see that the brightness of the
lamp in this circuit is controllable by the solar cell’s light exposure. When there is just a little
light shone on the solar cell, the lamp will glow dimly. The lamp’s brightness will steadily
increase as more light falls on the solar cell.

Suppose that we were interested in using the solar cell as a light intensity instrument. We
want to be able to measure the intensity of incident light with the solar cell by using its output
current to drive a meter movement. It is possible to directly connect a meter movement to a
solar cell for this purpose. In fact, the simplest light-exposure meters for photography work
are designed like this:
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meter movement
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While this approach might work for moderate light intensity measurements, it would not
work as well for low light intensity measurements. Because the solar cell has to supply the
meter movement’s power needs, the system is necessarily limited in its sensitivity. Supposing
that our need here is to measure very low-level light intensities, we are pressed to find another
solution.

Perhaps the most direct solution to this measurement problem is to use a transistor to
amplify the solar cell’s current so that more meter movement needle deflection may be obtained
for less incident light. Consider this approach:

2
T
S E:
% - - |.
N[ T -
WL = |e

Current through the meter movement in this circuit will be 8 times the solar cell current.
With a transistor 8 of 100, this represents a substantial increase in measurement sensitivity.
It is prudent to point out that the additional power to move the meter needle comes from the
battery on the far right of the circuit, not the solar cell itself. All the solar cell’s current does
is control battery current to the meter to provide a greater meter reading than the solar cell
could provide unaided.

Because the transistor is a current-regulating device, and because meter movement indi-
cations are based on the amount of current through their movement coils, meter indication in
this circuit should depend only on the amount of current from the solar cell, not on the amount
of voltage provided by the battery. This means the accuracy of the circuit will be independent of
battery condition, a significant feature! All that is required of the battery is a certain minimum
voltage and current output ability to be able to drive the meter full-scale if needed.

Another way in which the common-emitter configuration may be used is to produce an
output voltage derived from the input signal, rather than a specific output current. Let’s replace
the meter movement with a plain resistor and measure voltage between collector and emitter:
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With the solar cell darkened (no current), the transistor will be in cutoff mode and behave
as an open switch between collector and emitter. This will produce maximum voltage drop
between collector and emitter for maximum V,,;,,:, equal to the full voltage of the battery.

At full power (maximum light exposure), the solar cell will drive the transistor into satu-
ration mode, making it behave like a closed switch between collector and emitter. The result
will be minimum voltage drop between collector and emitter, or almost zero output voltage.
In actuality, a saturated transistor can never achieve zero voltage drop between collector and
emitter due to the two PN junctions through which collector current must travel. However,
this ”collector-emitter saturation voltage” will be fairly low, around several tenths of a volt,
depending on the specific transistor used.

For light exposure levels somewhere between zero and maximum solar cell output, the tran-
sistor will be in its active mode, and the output voltage will be somewhere between zero and
full battery voltage. An important quality to note here about the common-emitter configuration
is that the output voltage is inversely proportional to the input signal strength. That is, the
output voltage decreases as the input signal increases. For this reason, the common-emitter
amplifier configuration is referred to as an inverting amplifier.

A quick SPICE simulation will verify our qualitative conclusions about this amplifier cir-
cuit:

2 Y 3
5kQ +
1 Q, \ VvV, — 15V
|
0 0 0
common-emitter amplifier
il 0 1 dc
ql 2 1 0 modl
r 3 2 5000

vl 3 0 dc 15
-model modl npn
.dc i1 0 50u 2u
-plot dc v(2,0)
-end

type npn
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is 1.00E-16
bf 100.000
nf 1.000
br 1.000
nr 1.000
v — w2}

15’0 ....................... 5 ............................................... E

10’0 ...................... % ......................................... §

P [P, ARR— SS—

0,0 .

0,0 20,0 40,0 60,0
sweep uA

At the beginning of the simulation where the current source (solar cell) is outputting zero
current, the transistor is in cutoff mode and the full 15 volts from the battery is shown at
the amplifier output (between nodes 2 and 0). As the solar cell’s current begins to increase,
the output voltage proportionally decreases, until the transistor reaches saturation at 30 A
of base current (3 mA of collector current). Notice how the output voltage trace on the graph
is perfectly linear (1 volt steps from 15 volts to 1 volt) until the point of saturation, where it
never quite reaches zero. This is the effect mentioned earlier, where a saturated transistor can
never achieve exactly zero voltage drop between collector and emitter due to internal junction
effects. What we do see is a sharp output voltage decrease from 1 volt to 0.2261 volts as the
input current increases from 28 1A to 30 pA, and then a continuing decrease in output voltage
from then on (albeit in progressively smaller steps). The lowest the output voltage ever gets in
this simulation is 0.1299 volts, asymptotically approaching zero.

So far, we’ve seen the transistor used as an amplifier for DC signals. In the solar cell light
meter example, we were interested in amplifying the DC output of the solar cell to drive a
DC meter movement, or to produce a DC output voltage. However, this is not the only way in
which a transistor may be employed as an amplifier. In many cases, what is desired is an AC
amplifier for amplifying alternating current and voltage signals. One common application of
this is in audio electronics (radios, televisions, and public-address systems). Earlier, we saw
an example where the audio output of a tuning fork could be used to activate a transistor as a
switch. Let’s see if we can modify that circuit to send power to a speaker rather than to a lamp:
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In the original circuit, a full-wave bridge rectifier was used to convert the microphone’s AC
output signal into a DC voltage to drive the input of the transistor. All we cared about here was
turning the lamp on with a sound signal from the microphone, and this arrangement sufficed
for that purpose. But now we want to actually reproduce the AC signal and drive a speaker.

This means we cannot rectify the microphone’s output anymore, because we need undistorted

AC signal to drive the transistor! Let’s remove the bridge rectifier and replace the lamp with a
speaker:

speaker

= .
microphone WV }) p—
T

T )

Since the microphone may produce voltages exceeding the forward voltage drop of the base-
emitter PN (diode) junction, I've placed a resistor in series with the microphone. Let’s simulate
this circuit now in SPICE and see what happens:

source of
sound

speaker
. e
R o 1
1 \/\/\1/\ 2 Q Vi _— 1BV
Vinpu 1kQ T
15V
2kHz l
0 0 0

common-emitter amplifier
vinput 1 0 sin (0 1.5 2000 0 0)
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rl 12 1k

ql 3 2 0 modl

rspkr 3 4 8

vl 4 0 dc 15

-model modl npn

-tran 0.02m 0.74m

.plot tran v(1,0) i(vl)

.end
Units— (1) — 10*I {vil#branch)
ICw{13)
2’0 ..................................... ; ..................................... .5
ool N i N (10
A
s %0
\/I(v(l))
S i-10
- A
—2.0 e eaeaeaeaeaeaeaeaeaean eeeaeaeaeaea e eaeaeaeanranes E
0,0 500,0 1000,0
time usS

The simulation plots both the input voltage (an AC signal of 1.5 volt peak amplitude and
2000 Hz frequency) and the current through the 15 volt battery, which is the same as the
current through the speaker. What we see here is a full AC sine wave alternating in both
positive and negative directions, and a half-wave output current waveform that only pulses in
one direction. If we were actually driving a speaker with this waveform, the sound produced
would be horribly distorted.

What’s wrong with the circuit? Why won’t it faithfully reproduce the entire AC waveform
from the microphone? The answer to this question is found by close inspection of the transistor
diode-regulating diode model:
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NPN diode-regulating diode model
C

Collector current is controlled, or regulated, through the constant-current mechanism ac-
cording to the pace set by the current through the base-emitter diode. Note that both current
paths through the transistor are monodirectional: one way only! Despite our intent to use the
transistor to amplify an AC signal, it is essentially a DC device, capable of handling currents
in a single direction only. We may apply an AC voltage input signal between the base and emit-
ter, but electrons cannot flow in that circuit during the part of the cycle that reverse-biases the
base-emitter diode junction. Therefore, the transistor will remain in cutoff mode throughout
that portion of the cycle. It will "turn on” in its active mode only when the input voltage is
of the correct polarity to forward-bias the base-emitter diode, and only when that voltage is
sufficiently high to overcome the diode’s forward voltage drop. Remember that bipolar tran-
sistors are current-controlled devices: they regulate collector current based on the existence of
base-to-emitter current, not base-to-emitter voltage.

The only way we can get the transistor to reproduce the entire waveform as current through
the speaker is to keep the transistor in its active mode the entire time. This means we must
maintain current through the base during the entire input waveform cycle. Consequently, the
base-emitter diode junction must be kept forward-biased at all times. Fortunately, this can
be accomplished with the aid of a DC bias voltage added to the input signal. By connecting a
sufficient DC voltage in series with the AC signal source, forward-bias can be maintained at
all points throughout the wave cycle:
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T
L w2 Q Vi
Vinput@ 1 kO ’T
15V
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5 I 0
Vbias
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common-emitter amplifier
vinput 1 5 sin (0 1.5 2000 0 0)
vbias 5 0 dc 2.3
rl 12 1k
gl 3 2 0 modl
rspkr 3 4 8
vl 4 0 dc 15
-model modl npn
-tran 0.02m 0.78m
-plot tran v(1,0) i(vl)
-end
Units— (1) — 10*I{vl#branch)
v ICw{1))
4.0 ..................................... ; ..................................... .E
2.0 R R —;

With the bias voltage source of 2.3 volts in place, the transistor remains in its active mode
throughout the entire cycle of the wave, faithfully reproducing the waveform at the speaker.
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Notice that the input voltage (measured between nodes 1 and 0) fluctuates between about 0.8
volts and 3.8 volts, a peak-to-peak voltage of 3 volts just as expected (source voltage = 1.5 volts
peak). The output (speaker) current varies between zero and almost 300 mA, 180° out of phase
with the input (microphone) signal.

The following illustration is another view of the same circuit, this time with a few oscillo-
scopes ("scopemeters”) connected at crucial points to display all the pertinent signals:

speaker
VC\A
v@A @ EBQ
A 1
VAW Q Vi, = 15V

V@A
The need for biasing a transistor amplifier circuit to obtain full waveform reproduction is
an important consideration. A separate section of this chapter will be devoted entirely to the
subject biasing and biasing techniques. For now, it is enough to understand that biasing may
be necessary for proper voltage and current output from the amplifier.
Now that we have a functioning amplifier circuit, we can investigate its voltage, current,
and power gains. The generic transistor used in these SPICE analyses has a 3 of 100, as

indicated by the short transistor statistics printout included in the text output (these statistics
were cut from the last two analyses for brevity’s sake):

type npn

is 1.00E-16
bf 100.000
nf 1.000
br 1.000
nr 1.000

0 is listed under the abbreviation ”bf)” which actually stands for "beta, forward”. If we
wanted to insert our own [ ratio for an analysis, we could have done so on the .model line of
the SPICE netlist.

Since [ is the ratio of collector current to base current, and we have our load connected in
series with the collector terminal of the transistor and our source connected in series with the
base, the ratio of output current to input current is equal to beta. Thus, our current gain for
this example amplifier is 100, or 40 dB.
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Voltage gain is a little more complicated to figure than current gain for this circuit. As
always, voltage gain is defined as the ratio of output voltage divided by input voltage. In order
to experimentally determine this, we need to modify our last SPICE analysis to plot output
voltage rather than output current so we have two voltage plots to compare:

common-emitter amplifier
vinput 1 5 sin (0 1.5 2000 0 0)
vbias 5 0 dc 2.3

rl 12 1k

gl 3 2 0 modl

rspkr 3 4 8

vl 4 0 dc 15

-model modl npn

-tran 0.02m 0.78m

.plot tran v(1,0) v(4,3)

.end
Y — w{1) — wi(4,3)

4.0 ..................................... Lesssssseasatatsnsaratstststrneananans -

wil) : :
) I A S 7 ANV W——
2.0 :
1.0 g
0.0 :

0.0 500,0 1000,0
time usS

Plotted on the same scale (from 0 to 4 volts), we see that the output waveform (*+”) has
a smaller peak-to-peak amplitude than the input waveform ("*”), in addition to being at a
lower bias voltage, not elevated up from 0 volts like the input. Since voltage gain for an AC
amplifier is defined by the ratio of AC amplitudes, we can ignore any DC bias separating the
two waveforms. Even so, the input waveform is still larger than the output, which tells us that
the voltage gain is less than 1 (a negative dB figure).

To be honest, this low voltage gain is not characteristic to all common-emitter amplifiers.
In this case it is a consequence of the great disparity between the input and load resistances.
Our input resistance (R;) here is 1000 €, while the load (speaker) is only 8 2. Because the
current gain of this amplifier is determined solely by the /5 of the transistor, and because that
0 figure is fixed, the current gain for this amplifier won’t change with variations in either of
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these resistances. However, voltage gain is dependent on these resistances. If we alter the load
resistance, making it a larger value, it will drop a proportionately greater voltage for its range
of load currents, resulting in a larger output waveform. Let’s try another simulation, only this
time with a 30 (2 load instead of an 8 (2 load:

common-emitter amplifier
vinput 1 5 sin (0 1.5 2000 0 0)
vbias 5 0 dc 2.3

rl1 12 1k

gl 3 2 0 modl

rspkr 3 4 30

vl 4 0 dc 15

-model modl npn

-tran 0.02m 0.78m

-plot tran v(1,0) v(4,3)

.end

W — {1} — wi(4,3)
10.0 ..................................... ; ..................................... .E
wid,3)
5.0 e, = JRRURRRR SR—— -
0.0 :

0.0 500,0 1000,0
time usS

This time the output voltage waveform is significantly greater in amplitude than the input
waveform. Looking closely, we can see that the output waveform ("+”) crests between 0 and
about 9 volts: approximately 3 times the amplitude of the input voltage.

We can perform another computer analysis of this circuit, only this time instructing SPICE
to analyze it from an AC point of view, giving us peak voltage figures for input and output
instead of a time-based plot of the waveforms:

common-emitter amplifier
vinput 1 5 ac 1.5
vbias 5 0 dc 2.3
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rl 12 1k

ql 3 2 0 modl

rspkr 3 4 30

vl 4 0 dc 15

-model modl npn

.ac lin 1 2000 2000
.print ac v(1,0) v(4,3)

-end
freq v(l) v(4,3)
2.000E+03 1.500E+00 4.418E+00

Peak voltage measurements of input and output show an input of 1.5 volts and an output
of 4.418 volts. This gives us a voltage gain ratio of 2.9453 (4.418 V/ 1.5 V), or 9.3827 dB.

\%
A, = out
v Vin
— 4418V
Av = 15V
A, = 2.9453

Ay(ae) = 20109 Ay raic)
Ays) = 20 log 2.9453
AV(dB) =90.3827 dB

Because the current gain of the common-emitter amplifier is fixed by 3, and since the in-
put and output voltages will be equal to the input and output currents multiplied by their
respective resistors, we can derive an equation for approximate voltage gain:

R
A - out
\% B Rin
_ 300
Av = (100) 1000 Q

A, =3

Avae) = 20109 Ay ratio)
Aygs) =201l0g 3

AV(dB) =0.5424 dB
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As you can see, the predicted results for voltage gain are quite close to the simulated results.
With perfectly linear transistor behavior, the two sets of figures would exactly match. SPICE
does a reasonable job of accounting for the many "quirks” of bipolar transistor function in its
analysis, hence the slight mismatch in voltage gain based on SPICE’s output.

These voltage gains remain the same regardless of where we measure output voltage in
the circuit: across collector and emitter, or across the series load resistor as we did in the
last analysis. The amount of output voltage change for any given amount of input voltage
will remain the same. Consider the two following SPICE analyses as proof of this. The first
simulation is time-based, to provide a plot of input and output voltages. You will notice that
the two signals are 180° out of phase with each other. The second simulation is an AC analysis,
to provide simple, peak voltage readings for input and output:

common-emitter amplifier
vinput 1 5 sin (0 1.5 2000 0 0)
vbias 5 0 dc 2.3

rl 1 2 1k

gl 3 2 0 modl

rspkr 3 4 30

vl 4 0 dc 15

-model modl npn

-tran 0.02m 0.74m

-plot tran v(1,0) v(3,0)
-end

15’0 ........................ sann '.)(3) ............................

10.0 ................................................................ =

(4]
+
o

.0 500.0 1000.,0

time usS

common-emitter amplifier
vinput 1 5 ac 1.5
vbias 5 0 dc 2.3
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rl 12 1k

ql 3 2 0 modl

rspkr 3 4 30

vl 4 0 dc 15

-model modl npn

.ac lin 1 2000 2000
.print ac v(1,0) v(3,0)

-end
freq v(l) v(3)
2.000E+03 1.500E+00 4.418E+00

We still have a peak output voltage of 4.418 volts with a peak input voltage of 1.5 volts. The
only difference from the last set of simulations is the phase of the output voltage.

So far, the example circuits shown in this section have all used NPN transistors. PNP tran-
sistors are just as valid to use as NPN in any amplifier configuration, so long as the proper
polarity and current directions are maintained, and the common-emitter amplifier is no excep-
tion. The inverting behavior and gain properties of a PNP transistor amplifier are the same as
its NPN counterpart, just the polarities are different:

SRS
Q@\ A o 1
WA

<

e REVIEW:

e Common-emitter transistor amplifiers are so-called because the input and output voltage
points share the emitter lead of the transistor in common with each other, not considering
any power supplies.

e Transistors are essentially DC devices: they cannot directly handle voltages or currents
that reverse direction. In order to make them work for amplifying AC signals, the input
signal must be offset with a DC voltage to keep the transistor in its active mode through-
out the entire cycle of the wave. This is called biasing.
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e If the output voltage is measured between emitter and collector on a common-emitter
amplifier, it will be 180° out of phase with the input voltage waveform. For this reason,
the common-emitter amplifier is called an inverting amplifier circuit.

e The current gain of a common-emitter transistor amplifier with the load connected in
series with the collector is equal to 8. The voltage gain of a common-emitter transistor
amplifier is approximately given here:

Ay =B —§UI
n

e Where "R,,;” is the resistor connected in series with the collector and "R;,,” is the resistor
connected in series with the base.
4.6 The common-collector amplifier

Our next transistor configuration to study is a bit simpler in terms of gain calculations. Called
the common-collector configuration, its schematic diagram looks like this:

-_

— 1T L

T /§R.oad
— N e

It is called the common-collector configuration because (ignoring the power supply battery)
both the signal source and the load share the collector lead as a common connection point:

4BKC |

T < % Rioad

It should be apparent that the load resistor in the common-collector amplifier circuit re-
ceives both the base and collector currents, being placed in series with the emitter. Since the
emitter lead of a transistor is the one handling the most current (the sum of base and collector
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currents, since base and collector currents always mesh together to form the emitter current),
it would be reasonable to presume that this amplifier will have a very large current gain (max-
imum output current for minimum input current). This presumption is indeed correct: the
current gain for a common-collector amplifier is quite large, larger than any other transistor
amplifier configuration. However, this is not necessarily what sets it apart from other amplifier
designs.

Let’s proceed immediately to a SPICE analysis of this amplifier circuit, and you will be able
to immediately see what is unique about this amplifier:

2
1
2
1 ':. Q 1
V,— 15V
—_ 3 —_—
V. —
" —_ RIoad
5kQ
0 0 0

common-collector amplifier
vin 1 0

gl 2 1 3 modl

vl 2 0 dc 15

rload 3 0 5k

-model modl npn

.dc vin 0 5 0.2

-plot dc v(3,0)

-end

type npn

is 1.00E-16
bf 100.000
nf 1.000
br 1.000

nr 1.000
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Unlike the common-emitter amplifier from the previous section, the common-collector pro-
duces an output voltage in direct rather than inverse proportion to the rising input voltage. As
the input voltage increases, so does the output voltage. More than that, a close examination
reveals that the output voltage is nearly identical to the input voltage, lagging behind only
about 0.77 volts.

This is the unique quality of the common-collector amplifier: an output voltage that is
nearly equal to the input voltage. Examined from the perspective of output voltage change
for a given amount of input voltage change, this amplifier has a voltage gain of almost exactly
unity (1), or 0 dB. This holds true for transistors of any 3 value, and for load resistors of any
resistance value.

It is simple to understand why the output voltage of a common-collector amplifier is al-
ways nearly equal to the input voltage. Referring back to the diode-regulating diode transistor
model, we see that the base current must go through the base-emitter PN junction, which is
equivalent to a normal rectifying diode. So long as this junction is forward-biased (the tran-
sistor conducting current in either its active or saturated modes), it will have a voltage drop of
approximately 0.7 volts, assuming silicon construction. This 0.7 volt drop is largely irrespective
of the actual magnitude of base current, so we can regard it as being constant:
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Given the voltage polarities across the base-emitter PN junction and the load resistor, we
see that they must add together to equal the input voltage, in accordance with Kirchhoff’s
Voltage Law. In other words, the load voltage will always be about 0.7 volts less than the input
voltage for all conditions where the transistor is conducting. Cutoff occurs at input voltages
below 0.7 volts, and saturation at input voltages in excess of battery (supply) voltage plus 0.7
volts.

Because of this behavior, the common-collector amplifier circuit is also known as the voltage-
follower or emitter-follower amplifier, in reference to the fact that the input and load voltages
follow each other so closely.

Applying the common-collector circuit to the amplification of AC signals requires the same
input ”biasing” used in the common-emitter circuit: a DC voltage must be added to the AC
input signal to keep the transistor in its active mode during the entire cycle. When this is
done, the result is a non-inverting amplifier:

2
1
1 t Q& _E
V,_— 15V
vV 1.5V 3 T
" /\DZ kHz Rioad
5kQ
4 I | | - 0 0
Vbias
2.3V

common-col lector amplifier
vin 1 4 sin(0 1.5 2000 0 0)
vbias 4 0 dc 2.3

gl 2 1 3 modl

vl 2 0 dc 15
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rload 3 0 5k

-model modl npn

-tran _.02m .78m

-plot tran v(1,0) v(3,0)

.end
v — wil) — (3D
EON s PLLLLILLIIIT - (1) ................. % ..................................... .g
SN IV S, ............................
EEON N
1ol AN S W—
0.0
0.0 500,0 1000,0
time us

Here’s another view of the circuit, this time with oscilloscopes connected to several points
of interest:

9

Since this amplifier configuration doesn’t provide any voltage gain (in fact, in practice it
actually has a voltage gain of slightly less than 1), its only amplifying factor is current. The
common-emitter amplifier configuration examined in the previous section had a current gain
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equal to the 3 of the transistor, being that the input current went through the base and the
output (load) current went through the collector, and 3 by definition is the ratio between the
collector and base currents. In the common-collector configuration, though, the load is situated
in series with the emitter, and thus its current is equal to the emitter current. With the emitter
carrying collector current and base current, the load in this type of amplifier has all the current
of the collector running through it plus the input current of the base. This yields a current gain
of 3 plus 1:

|
— _emitter
A, = —cmite
base
AI - Icollector+ Ibase
Ibase

I
AI = _collector 4 1

base
A=p+1
Once again, PNP transistors are just as valid to use in the common-collector configuration

as NPN transistors. The gain calculations are all the same, as is the non-inverting behavior of
the amplifier. The only difference is in voltage polarities and current directions:

<

A popular application of the common-collector amplifier is for regulated DC power supplies,
where an unregulated (varying) source of DC voltage is clipped at a specified level to supply
regulated (steady) voltage to a load. Of course, zener diodes already provide this function of
voltage regulation:
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However, when used in this direct fashion, the amount of current that may be supplied to
the load is usually quite limited. In essence, this circuit regulates voltage across the load by
keeping current through the series resistor at a high enough level to drop all the excess power
source voltage across it, the zener diode drawing more or less current as necessary to keep
the voltage across itself steady. For high-current loads, an plain zener diode voltage regulator
would have to be capable of shunting a lot of current through the diode in order to be effective
at regulating load voltage in the event of large load resistance or voltage source changes.

One popular way to increase the current-handling ability of a regulator circuit like this is to
use a common-collector transistor to amplify current to the load, so that the zener diode circuit
only has to handle the amount of current necessary to drive the base of the transistor:

~L, R ¢ %HT

S M
Unregulated —— Zener R
DC voltage — diode & lo T

source T /]\

- -

There’s really only one caveat to this approach: the load voltage will be approximately
0.7 volts less than the zener diode voltage, due to the transistor’s 0.7 volt base-emitter drop.
However, since this 0.7 volt difference is fairly constant over a wide range of load currents, a
zener diode with a 0.7 volt higher rating can be chosen for the application.

Sometimes the high current gain of a single-transistor, common-collector configuration isn’t
enough for a particular application. If this is the case, multiple transistors may be staged to-
gether in a popular configuration known as a Darlington pair, just an extension of the common-
collector concept:
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An NPN "Darlington pair”

C

E

Darlington pairs essentially place one transistor as the common-collector load for another
transistor, thus multiplying their individual current gains. Base current through the upper-
left transistor is amplified through that transistor’s emitter, which is directly connected to the
base of the lower-right transistor, where the current is again amplified. The overall current
gain is as follows:

Darlington pair current gain
A=B+ DB+ 1)

Where,

[, = Beta of first transistor
3, = Beta of second transistor

Voltage gain is still nearly equal to 1 if the entire assembly is connected to a load in common-
collector fashion, although the load voltage will be a full 1.4 volts less than the input voltage:

+

0.7V "~
+

+ 07V " —

AN
-T R oad%/ out

Vou=Vi,- 1.4

Darlington pairs may be purchased as discrete units (two transistors in the same package),
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or may be built up from a pair of individual transistors. Of course, if even more current gain
is desired than what may be obtained with a pair, Darlington triplet or quadruplet assemblies
may be constructed.

REVIEW:

Common-collector transistor amplifiers are so-called because the input and output volt-
age points share the collector lead of the transistor in common with each other, not con-
sidering any power supplies.

The output voltage on a common-collector amplifier will be in phase with the input volt-
age, making the common-collector a non-inverting amplifier circuit.

The current gain of a common-collector amplifier is equal to 3 plus 1. The voltage gain is
approximately equal to 1 (in practice, just a little bit less).

A Darlington pair is a pair of transistors "piggybacked” on one another so that the emitter
of one feeds current to the base of the other in common-collector form. The result is an
overall current gain equal to the product (multiplication) of their individual common-
collector current gains (G plus 1).

4.7 The common-base amplifier

The final transistor amplifier configuration we need to study is the common-base. This config-
uration is more complex than the other two, and is less common due to its strange operating
characteristics.

A S 4

T||V| Lw{

It is called the common-base configuration because (DC power source aside), the signal
source and the load share the base of the transistor as a common connection point:

EX /C .
B

RIoad Vout

Vin

_||+ _|||+
| R

Perhaps the most striking characteristic of this configuration is that the input signal source
must carry the full emitter current of the transistor, as indicated by the heavy arrows in the
first illustration. As we know, the emitter current is greater than any other current in the
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transistor, being the sum of base and collector currents. In the last two amplifier configura-
tions, the signal source was connected to the base lead of the transistor, thus handling the least
current possible.

Because the input current exceeds all other currents in the circuit, including the output
current, the current gain of this amplifier is actually less than 1 (notice how R;,,4 is connected
to the collector, thus carrying slightly less current than the signal source). In other words,
it attenuates current rather than amplifying it. With common-emitter and common-collector
amplifier configurations, the transistor parameter most closely associated with gain was /.
In the common-base circuit, we follow another basic transistor parameter: the ratio between
collector current and emitter current, which is a fraction always less than 1. This fractional
value for any transistor is called the alpha ratio, or « ratio.

Since it obviously can’t boost signal current, it only seems reasonable to expect it to boost
signal voltage. A SPICE simulation will vindicate that assumption:

R, ./ R

100Q 5.0kQ
i \Y

+
|
15V

common-base amplifier
vin 0 1

rl 1 2 100

gl 4 0 2 modl

vl 3 0 dc 15

rload 3 4 5k

-model modl npn

.dc vin 0.6 1.2 .02
-plot dc v(3,4)

-end
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Notice how in this simulation the output voltage goes from practically nothing (cutoff) to
15.75 volts (saturation) with the input voltage being swept over a range of 0.6 volts to 1.2 volts.
In fact, the output voltage plot doesn’t show a rise until about 0.7 volts at the input, and cuts
off (flattens) at about 1.12 volts input. This represents a rather large voltage gain with an
output voltage span of 15.75 volts and an input voltage span of only 0.42 volts: a gain ratio of
37.5, or 31.48 dB. Notice also how the output voltage (measured across R;,,4) actually exceeds
the power supply (15 volts) at saturation, due to the series-aiding effect of the the input voltage
source.

A second set of SPICE analyses with an AC signal source (and DC bias voltage) tells the
same story: a high voltage gain.

\

common-base amplifier

vin 5 2 sin (0 0.12 2000 0 0)
vbias 0 1 dc 0.95

rl 2 1 100

ql 4 0 5 modl

vl 3 0 dc 15
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rload 3 4 5k

-model modl npn

-tran 0.02m 0.78m

-plot tran v(5,2) v(4,3)

.end
wid,3) widl)
Units — S0%u({1) — w(4.3)
W mY
L Q) gerreerrrennsrennsrraiiiiiiiiaa. deereseitetiiiitatetaneratrenanes . 200
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As you can see, the input and output waveforms are in phase with each other. This tells us

that the common-base amplifier is non-inverting.

common-base amplifier

vin 5 2 sin (0 0.12 2000 0 0)
vbias 0 1 dc 0.95

rl 2 1 100

ql 4 0 5 modl

vl 3 0 dc 15

rload 3 4 5k

-model modl npn

.ac lin 1 2000 2000

-print ac v(5,2) v(3,4)

-end
freq v(l) v(3,4)
2.000E+03 1.200E-01 5.129E+00

Voltage figures from the second analysis (AC mode) show a voltage gain of 42.742 (5.129 V

/0.12V), or 32.617 dB:



222 CHAPTER 4. BIPOLAR JUNCTION TRANSISTORS

\%
A, = out
v Vin
— 5129V
Av= 012V
A, = 42.742

Ay(ge) = 20109 Ay aic)
Ays) = 20 log 42.742
Ay = 32617 dB

Here’s another view of the circuit, showing the phase relations and DC offsets of various
signals in the circuit just simulated:

Vin

Vbias
... and for a PNP transistor:

Vin

Predicting voltage gain for the common-base amplifier configuration is quite difficult, and
involves approximations of transistor behavior that are difficult to measure directly. Unlike the
other amplifier configurations, where voltage gain was either set by the ratio of two resistors
(common-emitter), or fixed at an unchangeable value (common-collector), the voltage gain of
the common-base amplifier depends largely on the amount of DC bias on the input signal. As
it turns out, the internal transistor resistance between emitter and base plays a major role in
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determining voltage gain, and this resistance changes with different levels of current through
the emitter.

While this phenomenon is difficult to explain, it is rather easy to demonstrate through the
use of computer simulation. What I'm going to do here is run several SPICE simulations on
a common-base amplifier circuit, changing the DC bias voltage slightly while keeping the AC
signal amplitude and all other circuit parameters constant. As the voltage gain changes from
one simulation to another, different output voltage amplitudes will be noticed as a result.

Although these analyses will all be conducted in the AC mode, they were first "proofed”
in the transient analysis mode (voltage plotted over time) to ensure that the entire wave was
being faithfully reproduced and not ”clipped” due to improper biasing. No meaningful calcula-
tions of gain can be based on waveforms that are distorted:

common-base amplifier

vin 5 2 sin (0 0.12 2000 0 0)
vbias 0 1 dc 0.95

rl 2 1 100

ql 4 0 5 modl

vl 3 0 dc 15

rload 3 4 5k

-model modl npn

.ac lin 1 2000 2000

-print ac v(5,2) v(3,4)

.end
freq v(5,2) v(3,4)
2 .000E+03 8.000E-02 3.005E+00

common-base amplifier

vin 5 2 sin (0 0.12 2000 0 0)
vbias 0 1 dc 0.95

rl 2 1 100

gql 4 0 5 modl

vl 3 0 dc 15

rload 3 4 5k

-model modl npn

.ac lin 1 2000 2000

-print ac v(5,2) v(3,4)

.end
freq v(5,2) v(3,4)
2 .000E+03 8.000E-02 3.264E+00

common-base amplifier

vin 5 2 sin (0 0.12 2000 0 0)
vbias 0 1 dc 0.95

rl 2 1 100
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ql 4 0 5 modl

vl 3 0 dc 15

rload 3 4 5k

-model modl npn

.ac lin 1 2000 2000
-print ac v(5,2) v(3,4)

-end
freq v(5,2) v(3,4)
2.000E+03 8.000E-02  3.419E+00

A trend should be evident here: with increases in DC bias voltage, voltage gain increases
as well. We can see that the voltage gain is increasing because each subsequent simulation
produces greater output voltage for the exact same input signal voltage (0.08 volts). As you can
see, the changes are quite large, and they are caused by miniscule variations in bias voltage!

The combination of very low current gain (always less than 1) and somewhat unpredictable
voltage gain conspire against the common-base design, relegating it to few practical applica-
tions.

e REVIEW:

e Common-base transistor amplifiers are so-called because the input and output voltage
points share the base lead of the transistor in common with each other, not considering
any power supplies.

e The current gain of a common-base amplifier is always less than 1. The voltage gain is a
function of input and output resistances, and also the internal resistance of the emitter-
base junction, which is subject to change with variations in DC bias voltage. Suffice to
say that the voltage gain of a common-base amplifier can be very high.

e The ratio of a transistor’s collector current to emitter current is called . The o value for
any transistor is always less than unity, or in other words, less than 1.

4.8 Biasing techniques

In the common-emitter section of this chapter, we saw a SPICE analysis where the output
waveform resembled a half-wave rectified shape: only half of the input waveform was repro-
duced, with the other half being completely cut off. Since our purpose at that time was to
reproduce the entire waveshape, this constituted a problem. The solution to this problem was
to add a small bias voltage to the amplifier input so that the transistor stayed in active mode
throughout the entire wave cycle. This addition was called a bias voltage.

There are applications, though, where a half-wave output is not problematic. In fact, some
applications may necessitate this very type of amplification. Because it is possible to operate an
amplifier in modes other than full-wave reproduction, and because there are specific applica-
tions requiring different ranges of reproduction, it is useful to describe the degree to which an
amplifier reproduces the input waveform by designating it according to class. Amplifier class
operation is categorized by means of alphabetical letters: A, B, C, and AB.
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Class A operation is where the entire input waveform is faithfully reproduced. Although I
didn’t introduce this concept back in the common-emitter section, this is what we were hop-
ing to attain in our simulations. Class A operation can only be obtained when the transistor
spends its entire time in the active mode, never reaching either cutoff or saturation. To achieve
this, sufficient DC bias voltage is usually set at the level necessary to drive the transistor ex-
actly halfway between cutoff and saturation. This way, the AC input signal will be perfectly
“centered” between the amplifier’s high and low signal limit levels.

Class A operation
A A

\Y input

Amplifier

Viias —_

Class B operation is what we had the first time an AC signal was applied to the common-
emitter amplifier with no DC bias voltage. The transistor spent half its time in active mode
and the other half in cutoff with the input voltage too low (or even of the wrong polarity!) to
forward-bias its base-emitter junction.

Class B operation
(A DA

input

Amplifier

Little or no
DC bias voltage

By itself, an amplifier operating in class B mode is not very useful. In most circumstances,
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the severe distortion introduced into the waveshape by eliminating half of it would be unac-
ceptable. However, class B operation is a useful mode of biasing if two amplifiers are operated
as a push-pull pair, each amplifier handling only half of the waveform at a time:

Input components —— power
omitted for simplicity

— supply
output
-

< —
|

Transistor Q; "pushes” (drives the output voltage in a positive direction with respect to
ground), while transistor Q, “pulls” the output voltage (in a negative direction, toward 0 volts
with respect to ground). Individually, each of these transistors is operating in class B mode,
active only for one-half of the input waveform cycle. Together, however, they function as a team
to produce an output waveform identical in shape to the input waveform.

A decided advantage of the class B (push-pull) amplifier design over the class A design is
greater output power capability. With a class A design, the transistor dissipates a lot of energy
in the form of heat because it never stops conducting current. At all points in the wave cycle
it is in the active (conducting) mode, conducting substantial current and dropping substantial
voltage. This means there is substantial power dissipated by the transistor throughout the
cycle. In a class B design, each transistor spends half the time in cutoff mode, where it dissi-
pates zero power (zero current = zero power dissipation). This gives each transistor a time to
“rest” and cool while the other transistor carries the burden of the load. Class A amplifiers are
simpler in design, but tend to be limited to low-power signal applications for the simple reason
of transistor heat dissipation.

There is another class of amplifier operation known as class AB, which is somewhere be-
tween class A and class B: the transistor spends more than 50% but less than 100% of the time
conducting current.

If the input signal bias for an amplifier is slightly negative (opposite of the bias polarity
for class A operation), the output waveform will be further “clipped” than it was with class B
biasing, resulting in an operation where the transistor spends the majority of the time in cutoff
mode:
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Class C operation

Amplifier

Viias —

At first, this scheme may seem utterly pointless. After all, how useful could an amplifier be
if it clips the waveform as badly as this? If the output is used directly with no conditioning of
any kind, it would indeed be of questionable utility. However, with the application of a tank
circuit (parallel resonant inductor-capacitor combination) to the output, the occasional output
surge produced by the amplifier can set in motion a higher-frequency oscillation maintained
by the tank circuit. This may be likened to a machine where a heavy flywheel is given an
occasional “kick” to keep it spinning:

Class C operation
with resonant output

o /g@A

input
Amplifier % L

Vs —

Called class C operation, this scheme also enjoys high power efficiency due to the fact that
the transistor(s) spend the vast majority of time in the cutoff mode, where they dissipate zero
power. The rate of output waveform decay (decreasing oscillation amplitude between “kicks”
from the amplifier) is exaggerated here for the benefit of illustration. Because of the tuned
tank circuit on the output, this type of circuit is usable only for amplifying signals of definite,
fixed frequency.

Another type of amplifier operation, significantly different from Class A, B, AB, or C, is
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called Class D. It is not obtained by applying a specific measure of bias voltage as are the other
classes of operation, but requires a radical re-design of the amplifier circuit itself. It’s a little
too early in this chapter to investigate exactly how a class D amplifier is built, but not too early
to discuss its basic principle of operation.

A class D amplifier reproduces the profile of the input voltage waveform by generating a
rapidly-pulsing squarewave output. The duty cycle of this output waveform (time “on” versus
total cycle time) varies with the instantaneous amplitude of the input signal. The following
plots demonstrate this principle:

Class D operation

Input

Output

The greater the instantaneous voltage of the input signal, the greater the duty cycle of
the output squarewave pulse. If there can be any goal stated of the class D design, it is to
avoid active-mode transistor operation. Since the output transistor of a class D amplifier is
never in the active mode, only cutoff or saturated, there will be little heat energy dissipated
by it. This results in very high power efficiency for the amplifier. Of course, the disadvantage
of this strategy is the overwhelming presence of harmonics on the output. Fortunately, since
these harmonic frequencies are typically much greater than the frequency of the input signal,
they can be filtered out by a low-pass filter with relative ease, resulting in an output more
closely resembling the original input signal waveform. Class D technology is typically seen
where extremely high power levels and relatively low frequencies are encountered, such as
in industrial inverters (devices converting DC into AC power to run motors and other large
devices) and high-performance audio amplifiers.

A term you will likely come across in your studies of electronics is something called quies-
cent, which is a modifier designating the normal, or zero input signal, condition of a circuit.
Quiescent current, for example, is the amount of current in a circuit with zero input signal
voltage applied. Bias voltage in a transistor circuit forces the transistor to operate at a dif-
ferent level of collector current with zero input signal voltage than it would without that bias
voltage. Therefore, the amount of bias in an amplifier circuit determines its quiescent values.

In a class A amplifier, the quiescent current should be exactly half of its saturation value
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(halfway between saturation and cutoff, cutoff by definition being zero). Class B and class C
amplifiers have quiescent current values of zero, since they are supposed to be cutoff with no
signal applied. Class AB amplifiers have very low quiescent current values, just above cutoff.
To illustrate this graphically, a "load line” is sometimes plotted over a transistor’s characteristic
curves to illustrate its range of operation while connected to a load resistance of specific value:

- |pese = 75 PA

—<—"Load line

I collector

e = 40 HA
| pase = 20 HA
lpase = 5 HA ‘
T T T T T T T T T T T T
Ecol lector-to-emitter T
prply

A load line is a plot of collector-to-emitter voltage over a range of base currents. At the
lower-right corner of the load line, voltage is at maximum and current is at zero, representing
a condition of cutoff. At the upper-left corner of the line, voltage is at zero while current is at a
maximum, representing a condition of saturation. Dots marking where the load line intersects
the various transistor curves represent realistic operating conditions for those base currents
given.

Quiescent operating conditions may be shown on this type of graph in the form of a single
dot along the load line. For a class A amplifier, the quiescent point will be in the middle of the
load line, like this:
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. lpase = 75 HA
Quiescent point
for class A
lpoce = 40 PA / operation
lpase = 20 HA
lpase = D MA A
I I I I I I I I I I [ I
Ecol lector-to-emitter T
Vsupply

In this illustration, the quiescent point happens to fall on the curve representing a base
current of 40 pA. If we were to change the load resistance in this circuit to a greater value, it
would affect the slope of the load line, since a greater load resistance would limit the maximum
collector current at saturation, but would not change the collector-emitter voltage at cutoff.
Graphically, the result is a load line with a different upper-left point and the same lower-right

point:

. lpase = 75 HA
Icollector —
 lpae = 40 A
The non- /_‘ _
horizontal lpase = 20 HA
hortlon of
e curve _
represents lpase = S HA .
transistor
saturaton + + T ¢t T T T T T T T T T T 1
0 Ecollector-to-emitter T
V supply

Note how the new load line doesn’t intercept the 75 1A curve along its flat portion as before.
This is very important to realize because the non-horizontal portion of a characteristic curve
represents a condition of saturation. Having the load line intercept the 75 A curve outside
of the curve’s horizontal range means that the amplifier will be saturated at that amount of
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base current. Increasing the load resistor value is what caused the load line to intercept the
75 pA curve at this new point, and it indicates that saturation will occur at a lesser value of
base current than before.

With the old, lower-value load resistor in the circuit, a base current of 75 yA would yield
a proportional collector current (base current multiplied by 3). In the first load line graph, a
base current of 75 A gave a collector current almost twice what was obtained at 40 u A, as
the (8 ratio would predict. Now, however, there is only a marginal increase in collector current
between base current values of 75 A and 40 A, because the transistor begins to lose sufficient
collector-emitter voltage to continue to regulate collector current.

In order to maintain linear (no-distortion) operation, transistor amplifiers shouldn’t be op-
erated at points where the transistor will saturate; that is, in any case where the load line will
not potentially fall on the horizontal portion of a collector current curve. In this case, we’'d have
to add a few more curves to the graph before we could tell just how far we could "push” this
transistor with increased base currents before it saturates.

. lpase = 75 HA
| pase = 60 A
| lpase = 50 A
collector
e = 40 PA
lpase = 20 HA
lpase = 5 HA .
T T T T T T T T T T T T T
Ecollector-to-emitter T
VSUPP'V

It appears in this graph that the highest-current point on the load line falling on the
straight portion of a curve is the point on the 50 yA curve. This new point should be considered
the maximum allowable input signal level for class A operation. Also for class A operation, the
bias should be set so that the quiescent point is halfway between this new maximum point and
cutoff:
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. lpase = 75 HA
| pase = 60 HA
Icollector Ibase =0 HA
. | pase = 40 HA
New quiescent point
| pase = 20 HA
lpase = S HA )
I I I I I I I I I I I [ I
Ecol lector-to-emitter T
Vsupply

Now that we know a little more about the consequences of different DC bias voltage levels,
it is time to investigate practical biasing techniques. So far, I've shown a small DC voltage
source (battery) connected in series with the AC input signal to bias the amplifier for whatever
desired class of operation. In real life, the connection of a precisely-calibrated battery to the
input of an amplifier is simply not practical. Even if it were possible to customize a battery to
produce just the right amount of voltage for any given bias requirement, that battery would
not remain at its manufactured voltage indefinitely. Once it started to discharge and its output
voltage drooped, the amplifier would begin to drift in the direction of class B operation.

Take this circuit, illustrated in the common-emitter section for a SPICE simulation, for
instance:

speaker
=
5 5] 1
1 \/\/\1/\ 2 Q Vi _— 15V
Vinput 1 kO T
15V
2 kHZ +| | | [ .
5 [t 0 0
Vbias
23V

That 2.3 volt "V, battery would not be practical to include in a real amplifier circuit. A
far more practical method of obtaining bias voltage for this amplifier would be to develop the
necessary 2.3 volts using a voltage divider network connected across the 15 volt battery. After
all, the 15 volt battery is already there by necessity, and voltage divider circuits are very easy
to design and build. Let’s see how this might look:
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speaker
, ea |
Ry 2 1
t 1 WQ ) VvV, — 15V

|npu —_
15V é\/) Rs \ }\W
2 kHz R .

0 0 0 0

If we choose a pair of resistor values for R, and R3 that will produce 2.3 volts across R3 from
a total of 15 volts (such as 8466 2 for Ry and 1533 €2 for R3), we should have our desired value
of 2.3 volts between base and emitter for biasing with no signal input. The only problem is,
this circuit configuration places the AC input signal source directly in parallel with R3 of our
voltage divider. This is not acceptable, as the AC source will tend to overpower any DC voltage
dropped across Rs3. Parallel components must have the same voltage, so if an AC voltage source
is directly connected across one resistor of a DC voltage divider, the AC source will "win” and
there will be no DC bias voltage added to the signal.

One way to make this scheme work, although it may not be obvious why it will work, is to
place a coupling capacitor between the AC voltage source and the voltage divider like this:

speaker

: =
8.466 kQ

1 Sas 1

I Ql Vl — 15V

L Igp{J} % 1 kQ }\7 T
> kHz 1533 kQ

0 0

The capacitor forms a high-pass filter between the AC source and the DC voltage divider,
passing almost all of the AC signal voltage on to the transistor while blocking all DC voltage
from being shorted through the AC signal source. This makes much more sense if you un-
derstand the superposition theorem and how it works. According to superposition, any linear,
bilateral circuit can be analyzed in a piecemeal fashion by only considering one power source
at a time, then algebraically adding the effects of all power sources to find the final result.
If we were to separate the capacitor and Ro——Rj3 voltage divider circuit from the rest of the
amplifier, it might be easier to understand how this superposition of AC and DC would work.

With only the AC signal source in effect, and a capacitor with an arbitrarily low impedance
at signal frequency, almost all the AC voltage appears across R:
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~15V
A
V@ 2 KHz
8466 | VA
RoS "k @

Q
Vinput B
15V RS 1233
2kHz

Due to the capacitor’s very low impedance at
signal frequency, it behaves much like a straight
piece of wire and thus can be omitted for the
purpose of this step in superposition analysis.

With only the DC source in effect, the capacitor appears to be an open circuit, and thus
neither it nor the shorted AC signal source will have any effect on the operation of the Ro——Rj3
voltage divider:

23V

The capacitor appears to be an open circuit
as far as DC analysis is concerned

Combining these two separate analyses, we get a superposition of (almost) 1.5 volts AC and
2.3 volts DC, ready to be connected to the base of the transistor:

3
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Enough talk — its about time for a SPICE simulation of the whole amplifier circuit. I'll use
a capacitor value of 100 yF to obtain an arbitrarily low (0.796 2) impedance at 2000 Hz:

voltage divider biasing
vinput 1 0 sin (0 1.5 2000 0 0)
cl 15 100u

rl 52 1k

r2 4 5 8466

r3 5 0 1533

gl 3 2 0 modl

rspkr 3 4 8

vl 4 0 dc 15

-model modl npn

-tran 0.02m 0.78m

.plot tran v(1,0) i(vl)

.end
wi1) TCwCd)
Units— w{1) — 10*yl#branch Units

Y mA

2‘0 ..... .;. .i.i.j ......................... § ..................................... E

1.0 | A A, AT, W —

0.0 - s ©
1,0 [y R A g .................................. §—100
PN I N N N < i —200
2.0 TS
22,0 e s E

0.0 500, 0 1000, 0
time us

Notice that there is substantial distortion in the output waveform here: the sine wave is
being clipped during most of the input signal’s negative half-cycle. This tells us the transistor
is entering into cutoff mode when it shouldn’t (I'm assuming a goal of class A operation as
before). Why is this? This new biasing technique should give us exactly the same amount of
DC bias voltage as before, right?

With the capacitor and R;——Rj3 resistor network unloaded, it will provide exactly 2.3 volts
worth of DC bias. However, once we connect this network to the transistor, it is no longer
unloaded. Current drawn through the base of the transistor will load the voltage divider, thus
reducing the DC bias voltage available for the transistor. Using the diode-regulating diode
transistor model to illustrate, the bias problem becomes evident:
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speaker
RZ% T Irs + lpias
C
- —_
Vinput lpias |!| Q v, —
R3§T'R3 — q T —
— s T

A voltage divider’s output depends not only on the size of its constituent resistors, but also
on how much current is being divided away from it through a load. In this case, the base-
emitter PN junction of the transistor is a load that decreases the DC voltage dropped across
R3, due to the fact that the bias current joins with R3’s current to go through R,, upsetting the
divider ratio formerly set by the resistance values of R, and R3. In order to obtain a DC bias
voltage of 2.3 volts, the values of Ry and/or R3; must be adjusted to compensate for the effect of
base current loading. In this case, we want to increase the DC voltage dropped across Rs, so
we can lower the value of R, raise the value of R3, or both.

voltage divider biasing

vinput 1 0 sin (0 1.5 2000 0 0)

cl 15 100u

rl 52 1k

r2 4 5 6k <--- R2 decreased to 6 k ohms
r3 5 0 4k <--- R3 increased to 4 k ohms
gl 3 2 0 modl

rspkr 3 4 8

vl 4 0 dc 15

-model modl npn

-tran 0.02m 0.78m

-plot tran v(1,0) i(vl)

-end
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As you can see, the new resistor values of 6 k2 and 4 k2 (R, and Rs, respectively) results
in class A waveform reproduction, just the way we wanted.

REVIEW:

Class A operation is where an amplifier is biased so as to be in the active mode throughout
the entire waveform cycle, thus faithfully reproducing the whole waveform.

Class B operation is where an amplifier is biased so that only half of the input waveform
gets reproduced: either the positive half or the negative half. The transistor spends half
its time in the active mode and half its time cutoff. Complementary pairs of transistors
running in class B operation are often used to deliver high power amplification in audio
signal systems, each transistor of the pair handling a separate half of the waveform cycle.
Class B operation delivers better power efficiency than a class A amplifier of similar
output power.

Class AB operation is where an amplifier is biased at a point somewhere between class A
and class B.

Class C operation is where an amplifier’s bias forces it to amplify only a small portion of
the waveform. A majority of the transistor’s time is spent in cutoff mode. In order for
there to be a complete waveform at the output, a resonant tank circuit is often used as
a "flywheel” to maintain oscillations for a few cycles after each "kick” from the amplifier.
Because the transistor is not conducting most of the time, power efficiencies are very high
for a class C amplifier.

Class D operation requires an advanced circuit design, and functions on the principle of
representing instantaneous input signal amplitude by the duty cycle of a high-frequency
squarewave. The output transistor(s) never operate in active mode, only cutoff and satu-
ration. Thus, there is very little heat energy dissipated and energy efficiency is high.



238 CHAPTER 4. BIPOLAR JUNCTION TRANSISTORS

e DC bias voltage on the input signal, necessary for certain classes of operation (especially
class A and class C), may be obtained through the use of a voltage divider and coupling
capacitor rather than a battery connected in series with the AC signal source.

4.9 Input and output coupling

To overcome the challenge of creating necessary DC bias voltage for an amplifier’s input signal
without resorting to the insertion of a battery in series with the AC signal source, we used a
voltage divider connected across the DC power source. To make this work in conjunction with
an AC input signal, we “coupled” the signal source to the divider through a capacitor, which
acted as a high-pass filter. With that filtering in place, the low impedance of the AC signal
source couldn’t “short out” the DC voltage dropped across the bottom resistor of the voltage
divider. A simple solution, but not without any disadvantages.

Most obvious is the fact that using a high-pass filter capacitor to couple the signal source
to the amplifier means that the amplifier can only amplify AC signals. A steady, DC voltage
applied to the input would be blocked by the coupling capacitor just as much as the voltage
divider bias voltage is blocked from the input source. Furthermore, since capacitive reactance
is frequency-dependent, lower-frequency AC signals will not be amplified as much as higher-
frequency signals. Non-sinusoidal signals will tend to be distorted, as the capacitor responds
differently to each of the signal’s constituent harmonics. An extreme example of this would be
a low-frequency square-wave signal:

I
—
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|
L
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c R ©
|
|

» Vi —
Vinput R:;,% T

Incidentally, this same problem occurs when oscilloscope inputs are set to the AC coupling”
mode. In this mode, a coupling capacitor is inserted in series with the measured voltage signal
to eliminate any vertical offset of the displayed waveform due to DC voltage combined with
the signal. This works fine when the AC component of the measured signal is of a fairly high
frequency, and the capacitor offers little impedance to the signal. However, if the signal is of a
low frequency, and/or contains considerable levels of harmonics over a wide frequency range,
the oscilloscope’s display of the waveform will not be accurate.
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With DC coupling, the oscilloscope properly indicates the shape
of the square wave coming from the signal generator.

FUNCTION GENERATOR
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With AC coupling, the high-pass filtering of the coupling capacitor
distorts the square wave’s shape so that what is seen is not
an accurate representation of the real voltage signal.
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In applications where the limitations of capacitive coupling would be intolerable, another
solution may be used: direct coupling. Direct coupling avoids the use of capacitors or any
other frequency-dependent coupling component in favor of resistors. A direct-coupled amplifier
circuit might look something like this:

speaker

4 . =

R
1 Rinout ? 2 }) ) vV, —
Vinput @M R3% }T T
0 0 0 0

With no capacitor to filter the input signal, this form of coupling exhibits no frequency
dependence. DC and AC signals alike will be amplified by the transistor with the same gain
(the transistor itself may tend to amplify some frequencies better than others, but that is
another subject entirely!).

If direct coupling works for DC as well as for AC signals, then why use capacitive coupling
for any application? One reason might be to avoid any unwanted DC bias voltage naturally
present in the signal to be amplified. Some AC signals may be superimposed on an uncon-
trolled DC voltage right from the source, and an uncontrolled DC voltage would make reliable
transistor biasing impossible. The high-pass filtering offered by a coupling capacitor would
work well here to avoid biasing problems.

Another reason to use capacitive coupling rather than direct is its relative lack of signal
attenuation. Direct coupling through a resistor has the disadvantage of diminishing, or at-
tenuating, the input signal so that only a fraction of it reaches the base of the transistor. In
many applications, some attenuation is necessary anyway to prevent normal signal levels from
“overdriving” the transistor into cutoff and saturation, so any attenuation inherent to the cou-
pling network is useful anyway. However, some applications require that there be no signal
loss from the input connection to the transistor’s base for maximum voltage gain, and a direct
coupling scheme with a voltage divider for bias simply won’t suffice.

So far, we've discussed a couple of methods for coupling an input signal to an amplifier, but
haven’t addressed the issue of coupling an amplifier’s output to a load. The example circuit
used to illustrate input coupling will serve well to illustrate the issues involved with output
coupling.

In our example circuit, the load is a speaker. Most speakers are electromagnetic in design:
that is, they use the force generated by an lightweight electromagnet coil suspended within a
strong permanent-magnet field to move a thin paper or plastic cone, producing vibrations in
the air which our ears interpret as sound. An applied voltage of one polarity moves the cone
outward, while a voltage of the opposite polarity will move the cone inward. To exploit cone’s
full freedom of motion, the speaker must receive true (unbiased) AC voltage. DC bias applied
to the speaker coil tends to offset the cone from its natural center position, and this tends to
limit the amount of back-and-forth motion it can sustain from the applied AC voltage without
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overtraveling. However, our example circuit applies a varying voltage of only one polarity
across the speaker, because the speaker is connected in series with the transistor which can
only conduct current one way. This situation would be unacceptable in the case of any high-
power audio amplifier.

Somehow we need to isolate the speaker from the DC bias of the collector current so that
it only receives AC voltage. One way to achieve this goal is to couple the transistor collector
circuit to the speaker through a transformer:

=

speaker

< i

==
o

Voltage induced in the secondary (speaker-side) of the transformer will be strictly due to
variations in collector current, because the mutual inductance of a transformer only works on
changes in winding current. In other words, only the AC portion of the collector current signal
will be coupled to the secondary side for powering the speaker. The speaker will “see” true
alternating current at its terminals, without any DC bias.

Transformer output coupling works, and has the added benefit of being able to provide
impedance matching between the transistor circuit and the speaker coil with custom winding
ratios. However, transformers tend to be large and heavy, especially for high-power applica-
tions. Also, it is difficult to engineer a transformer to handle signals over a wide range of
frequencies, which is almost always required for audio applications. To make matters worse,
DC current through the primary winding adds to the magnetization of the core in one polarity
only, which tends to make the transformer core saturate more easily in one AC polarity cycle
than the other. This problem is reminiscent of having the speaker directly connected in se-
ries with the transistor: a DC bias current tends to limit how much output signal amplitude
the system can handle without distortion. Generally, though, a transformer can be designed to
handle a lot more DC bias current than a speaker without running into trouble, so transformer
coupling is still a viable solution in most cases.

Another method to isolate the speaker from DC bias in the output signal is to alter the
circuit a bit and use a coupling capacitor in a manner similar to coupling the input signal to




242 CHAPTER 4. BIPOLAR JUNCTION TRANSISTORS

the amplifier:
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This circuit resembles the more conventional form of common-emitter amplifier, with the
transistor collector connected to the battery through a resistor. The capacitor acts as a high-
pass filter, passing most of the AC voltage to the speaker while blocking all DC voltage. Again,
the value of this coupling capacitor is chosen so that its impedance at the expected signal
frequency will be arbitrarily low.

The blocking of DC voltage from an amplifier’s output, be it via a transformer or a capacitor,
is useful not only in coupling an amplifier to a load, but also in coupling one amplifier to another
amplifier. ”Staged” amplifiers are often used to achieve higher power gains than what would
be possible using a single transistor:

Three-stage common-emitter amplifier

glgudi

First stage ° Second stage - Third stage

While it is possible to directly couple each stage to the next (via a resistor rather than a
capacitor), this makes the whole amplifier very sensitive to variations in the DC bias voltage of
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the first stage, since that DC voltage will be amplified along with the AC signal until the last
stage. In other words, the biasing of the first stage will affect the biasing of the second stage,
and so on. However, if the stages are capacitively coupled as shown in the above illustration,
the biasing of one stage has no effect on the biasing of the next, because DC voltage is blocked
from passing on to the next stage.

Transformer coupling between amplifier stages is also a possibility, but less often seen due
to some of the problems inherent to transformers mentioned previously. One notable excep-
tion to this rule is in the case of radio-frequency amplifiers where coupling transformers are
typically small, have air cores (making them immune to saturation effects), and can be made
part of a resonant circuit so as to block unwanted harmonic frequencies from passing on to
subsequent stages. The use of resonant circuits assumes that the signal frequency remains
constant, of course, but this is typically the case in radio circuitry. Also, the "flywheel” effect of
LC tank circuits allows for class C operation for high efficiency:

Three-stage tuned (RF) amplifier

L L L
\\

Vi | % }j | % }j /Vompm

First stage : Second stage Third stage

Having said all this, it must be mentioned that it is possible to use direct coupling within a
multi-stage transistor amplifier circuit. In cases where the amplifier is expected to handle DC
signals, this is the only alternative.

e REVIEW:

e Capacitive coupling acts like a high-pass filter on the input of an amplifier. This tends
to make the amplifier’s voltage gain decrease at lower signal frequencies. Capacitive-
coupled amplifiers are all but unresponsive to DC input signals.

e Direct coupling with a series resistor instead of a series capacitor avoids the problem of
frequency-dependent gain, but has the disadvantage of reducing amplifier gain for all
signal frequencies by attenuating the input signal.

e Transformers and capacitors may be used to couple the output of an amplifier to a load,
to eliminate DC voltage from getting to the load.

e Multi-stage amplifiers often make use of capacitive coupling between stages to eliminate
problems with the bias from one stage affecting the bias of another.
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4,10 Feedback

If some percentage of an amplifier’s output signal is connected to the input, so that the am-
plifier amplifies part of its own output signal, we have what is known as feedback. Feedback
comes in two varieties: positive (also called regenerative), and negative (also called degenera-
tive). Positive feedback reinforces the direction of an amplifier’s output voltage change, while
negative feedback does just the opposite.

A familiar example of feedback happens in public-address ("PA”) systems where someone
holds the microphone too close to a speaker: a high-pitched whine” or ”how]” ensues, because
the audio amplifier system is detecting and amplifying its own noise. Specifically, this is an
example of positive or regenerative feedback, as any sound detected by the microphone is ampli-
fied and turned into a louder sound by the speaker, which is then detected by the microphone
again, and so on . . . the result being a noise of steadily increasing volume until the system
becomes "saturated” and cannot produce any more volume.

One might wonder what possible benefit feedback is to an amplifier circuit, given such an
annoying example as PA system "howl.” If we introduce positive, or regenerative, feedback into
an amplifier circuit, it has the tendency of creating and sustaining oscillations, the frequency
of which determined by the values of components handling the feedback signal from output to
input. This is one way to make an oscillator circuit to produce AC from a DC power supply.
Oscillators are very useful circuits, and so feedback has a definite, practical application for us.

Negative feedback, on the other hand, has a "dampening” effect on an amplifier: if the
output signal happens to increase in magnitude, the feedback signal introduces a decreasing
influence into the input of the amplifier, thus opposing the change in output signal. While
positive feedback drives an amplifier circuit toward a point of instability (oscillations), negative
feedback drives it the opposite direction: toward a point of stability.

An amplifier circuit equipped with some amount of negative feedback is not only more sta-
ble, but it tends to distort the input waveform to a lesser degree and is generally capable of
amplifying a wider range of frequencies. The tradeoff for these advantages (there just has to
be a disadvantage to negative feedback, right?) is decreased gain. If a portion of an ampli-
fier’s output signal is "fed back” to the input in such a way as to oppose any changes in the
output, it will require a greater input signal amplitude to drive the amplifier’s output to the
same amplitude as before. This constitutes a decreased gain. However, the advantages of sta-
bility, lower distortion, and greater bandwidth are worth the tradeoff in reduced gain for many
applications.

Let’s examine a simple amplifier circuit and see how we might introduce negative feedback
into it:
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The amplifier configuration shown here is a common-emitter, with a resistor bias network
formed by R, and R;. The capacitor couples V,,;,; to the amplifier so that the signal source
doesn’t have a DC voltage imposed on it by the R,/R, divider network. Resistor R3 serves
the purpose of controlling voltage gain. We could omit if for maximum voltage gain, but since
base resistors like this are common in common-emitter amplifier circuits, we’ll keep it in this
schematic.

Like all common-emitter amplifiers, this one inverts the input signal as it is amplified. In
other words, a positive-going input voltage causes the output voltage to decrease, or go in the
direction of negative, and vice versa. If we were to examine the waveforms with oscilloscopes,
it would look something like this:

V, A
R| oad @

Because the output is an inverted, or mirror-image, reproduction of the input signal, any
connection between the output (collector) wire and the input (base) wire of the transistor will
result in negative feedback:



246 CHAPTER 4. BIPOLAR JUNCTION TRANSISTORS

SRS =

ZAORS

The resistances of Rq, Ry, R3, and Ryceapact; function together as a signal-mixing network
so that the voltage seen at the base of the transistor (in reference to ground) is a weighted
average of the input voltage and the feedback voltage, resulting in signal of reduced amplitude
going into the transistor. As a result, the amplifier circuit will have reduced voltage gain, but
improved linearity (reduced distortion) and increased bandwidth.

A resistor connecting collector to base is not the only way to introduce negative feedback
into this amplifier circuit, though. Another method, although more difficult to understand at
first, involves the placement of a resistor between the transistor’s emitter terminal and circuit
ground, like this:

A different method of introducing
negative feedback into the circuit

V, A
RI oad @
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This new feedback resistor drops voltage proportional to the emitter current through the
transistor, and it does so in such a way as to oppose the input signal’s influence on the base-
emitter junction of the transistor. Let’s take a closer look at the emitter-base junction and see
what difference this new resistor makes:
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With no feedback resistor connecting the emitter to ground, whatever level of input signal
(Vinput) makes it through the coupling capacitor and R;/Rs/R3 resistor network will be im-
pressed directly across the base-emitter junction as the transistor’s input voltage (Vp_g). In
other words, with no feedback resistor, Vp_g equals V,,,,;. Therefore, if V;,,,: increases by
100 mV, then Vg_ g likewise increases by 100 mV: a change in one is the same as a change in
the other, since the two voltages are equal to each other.

Now let’s consider the effects of inserting a resistor (R fccapaci) between the transistor’s
emitter lead and ground:
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Note how the voltage dropped across Rjceapact adds with Vp_g to equal V.. With
Rycedvack in the Vi, —— Vp_g loop, Vp_g will no longer be equal to V,,,,,;. We know that
Rcedvack Will drop a voltage proportional to emitter current, which is in turn controlled by the
base current, which is in turn controlled by the voltage dropped across the base-emitter junc-
tion of the transistor (Vg_g). Thus, if V,,,; were to increase in a positive direction, it would
increase Vgz_ g, causing more base current, causing more collector (load) current, causing more
emitter current, and causing more feedback voltage to be dropped across R fecapact. This in-
crease of voltage drop across the feedback resistor, though, subtracts from V,,,,,,+ to reduce the
Vg_E, so that the actual voltage increase for Vg_g will be less than the voltage increase of
Vinput- No longer will a 100 mV increase in V,,,;,; result in a full 100 mV increase for Vp_g,
because the two voltages are not equal to each other.

Consequently, the input voltage has less control over the transistor than before, and the
voltage gain for the amplifier is reduced: just what we expected from negative feedback.

In practical common-emitter circuits, negative feedback isn’t just a luxury; its a necessity
for stable operation. In a perfect world, we could build and operate a common-emitter transis-
tor amplifier with no negative feedback, and have the full amplitude of V;,,,: impressed across
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the transistor’s base-emitter junction. This would give us a large voltage gain. Unfortunately,
though, the relationship between base-emitter voltage and base-emitter current changes with
temperature, as predicted by the "diode equation.” As the transistor heats up, there will be
less of a forward voltage drop across the base-emitter junction for any given current. This
causes a problem for us, as the R{/R, voltage divider network is designed to provide the correct
quiescent current through the base of the transistor so that it will operate in whatever class
of operation we desire (in this example, I've shown the amplifier working in class-A mode). If
the transistor’s voltage/current relationship changes with temperature, the amount of DC bias
voltage necessary for the desired class of operation will change. In this case, a hot transistor
will draw more bias current for the same amount of bias voltage, making it heat up even more,
drawing even more bias current. The result, if unchecked, is called thermal runaway.

Common-collector amplifiers, however, do not suffer from thermal runaway. Why is this?
The answer has everything to do with negative feedback:

A common-collector amplifier
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Note that the common-collector amplifier has its load resistor placed in exactly the same
spot as we had the Ryceqpqck resistor in the last circuit: between emitter and ground. This
means that the only voltage impressed across the transistor’s base-emitter junction is the dif-
ference between V;,,,,,; and V,4p.¢, resulting in a very low voltage gain (usually close to 1 for a
common-collector amplifier). Thermal runaway is impossible for this amplifier: if base current
happens to increase due to transistor heating, emitter current will likewise increase, drop-
ping more voltage across the load, which in turn subtracts from V;,,,,; to reduce the amount
of voltage dropped between base and emitter. In other words, the negative feedback afforded
by placement of the load resistor makes the problem of thermal runaway self-correcting. In ex-
change for a greatly reduced voltage gain, we get superb stability and immunity from thermal
runaway.

By adding a "feedback” resistor between emitter and ground in a common-emitter amplifier,
we make the amplifier behave a little less like an ”ideal” common-emitter and a little more like
a common-collector. The feedback resistor value is typically quite a bit less than the load,
minimizing the amount of negative feedback and keeping the voltage gain fairly high.

Another benefit of negative feedback, seen clearly in the common-collector circuit, is that
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it tends to make the voltage gain of the amplifier less dependent on the characteristics of the
transistor. Note that in a common-collector amplifier, voltage gain is nearly equal to unity
(1), regardless of the transistor’s 5. This means, among other things, that we could replace
the transistor in a common-collector amplifier with one having a different 3 and not see any
significant changes in voltage gain. In a common-emitter circuit, the voltage gain is highly de-
pendent on 3. If we were to replace the transistor in a common-emitter circuit with another of
differing 3, the voltage gain for the amplifier would change significantly. In a common-emitter
amplifier equipped with negative feedback, the voltage gain will still be dependent upon tran-
sistor 0 to some degree, but not as much as before, making the circuit more predictable despite
variations in transistor (.

The fact that we have to introduce negative feedback into a common-emitter amplifier to
avoid thermal runaway is an unsatisfying solution. It would be nice, after all, to avoid thermal
runaway without having to suppress the amplifier’s inherently high voltage gain. A best-of-
both-worlds solution to this dilemma is available to us if we closely examine the nature of the
problem: the voltage gain that we have to minimize in order to avoid thermal runaway is the
DC voltage gain, not the AC voltage gain. After all, it isn’t the AC input signal that fuels ther-
mal runaway: its the DC bias voltage required for a certain class of operation: that quiescent
DC signal that we use to "trick” the transistor (fundamentally a DC device) into amplifying
an AC signal. We can suppress DC voltage gain in a common-emitter amplifier circuit without
suppressing AC voltage gain if we figure out a way to make the negative feedback function
with DC only. That is, if we only feed back an inverted DC signal from output to input, but not
an inverted AC signal.

The R fecapack emitter resistor provides negative feedback by dropping a voltage proportional
to load 